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In this work we review of the theoretical and experimental issue related to the Rashba spin-orbit interaction [1] in 
semiconductor nanostructures. The Rashba spin-orbit interaction has been a promising candidate for controlling the spin of 
electrons in the field of semiconductor spintronics. In this work I focus study of the electrons spin and holes in isolated 
semiconductor quantum dots and rings in the presence of magnetic fields. Spin-dependent thermodynamic properties with 
strong spin-orbit coupling inside their band structure in systems are investigated in this work. Additionally, specific heat and 
magnetization in two- dimensional, one-dimensional ring and quantum dot nanostructures with spin- orbit interaction are 
discussed. 

Keywords: spin-orbit interaction, Rashba effect, two-dimensional electron gas, one-dimensional ring, quantum wire, 
quantum dot, semiconductor nanostructures. 
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INTRODUCTION 

The use of electron spin in electronic devices has 

been of great interest to scientists during the last three 

decades. The spin-orbit interaction is also called spin-
orbit coupling or spin-orbit effect. It means that any 

interaction of a particle’s spin with its motion. Spin 

degree of freedom is made by spin-orbit coupling 

which is respond to its orbital environment. Moving of 

the electron in an external electrical field leads to 

creating spin-orbit interaction and experiences an 

effective magnetic field in its own reference frame, 

that in turn couples to its spin through the Zeeman 

effect [2]. The magnitude of the spin-orbit interaction 

increases with the atomic number which is a 

relativistic effect. The spin-orbit interaction is found 
with asymmetry in the underlying structure in crystals 

in semiconductors systems [3]. In bulk it seems in 

crystals without an inversion center (e.g. zinc blende 

structures) and is called the Dresselhaus spin-orbit 

interaction [4].However, Rashba term is aroused from 

the structural asymmetry of the confining potential in 

heterostructures [5]. A set of practical information on 

the cyclotron resonance and also the combined 

resonance of two-dimensional electron gas at the 

GaAs-AlxGa1−xAs heterojunctions’ interface [6,7], 

shown that the spin degeneracy was lifted in the 

inversion layer. For describing this experimental 
information in term of spin-orbit interaction is 

developed by the theory [1,5]. In semiconductor 

nanostructures, studies of transport phenomena and 

spin-dependent confinement have been progressing 

importantly since spintronics became a focus of recent 

interest. The first offer of Das and Datta assign that 

the basic elements of spintronic devices [8]. Several 

possible structures with the basic elements were 

analyzed. Different kinds of electron spin detection 

methods have been investigated. Lately the coherent 

spin transport has been showed in heterostructures and 
homogeneous semiconductors [9]. The most necessary 

property of III–V semiconductors to be used in all 

semiconductor spintronic devices is the spin–orbit 

interaction [4,5]. In III–V and II–VI semiconductors 

the spin–orbit interaction has been used successfully 

to interpret experimental results in different quantum 

wire and well structures. Additionally, it lifts the 
conduction state spin-degeneracy [5,11]. Exploiting 

the spin-orbit interaction in the conventional III–V 

nonmagnetic semiconductors to design basic and high-

speed spintronic devices is reviewed in paper [12]. To 

achieve this [12], concentrate on spin-dependent 

electronic characteristics of semiconductor 

nanostructures. 

RASHBA EFFECT IN TWO-DIMENSIONAL 

ELECTRON SYSTEM  

Spin-orbit interaction has a vital role in spin 

relaxation, optical phenomena and transport, which 

are actively studied for entirely new applications in 

semiconductor spintronics. Study of the effects of 

spin-orbit interaction in two-dimensional electronic 

systems exposed to a perpendicular magnetic field and 

were initially associated with Landau volume levels: 

the spin-orbit interaction renormalization of energy 

dispersions, the interplay among various spin-orbit 

interaction mechanisms, effects of magnetic transport 

and electron-electron interaction. In general, the 

Hamiltonian described the spin-orbit interaction 

   pU   Hso , in here p is the momentum 

operator,   is the spin-orbit  coupling parameter and

having a dimension of length squared , which is 

proportional to the interface electric field and is 

sample dependent,   is the Pauli matrices vector.

The value of   determines the contribution of the

Rashba spin -orbit coupling to the total electron 

Hamiltonian. When an external electric field is 

present, the relativistic correction introduces a relation 

between the electron spin and its own momentum. The 

coupling of the electron spin and its orbital motion 

lifted the spin degeneracy of the two dimensional 
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electron gas energy bands at 0k  in the absence of

a magnetic field. This coupling arises due to inversion 
asymmetry of the potential which confines the two 

dimensional electron gas system. This is described by 

Hamiltonian which is given many books and papers 

by: 

 
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Where the z axis is selected perpendicular to the two 

dimensional electron gas system lying in the x-y 

plane.  

In the presence of the Rashba spin-orbit term the 

Hamiltonian of the two-dimensional electron gas 

systems in the plane (x,y) is given : 

 


 zp
m

H
x

p
.

2

2











 (2) 

The eigenvalues of this Hamiltonian is 
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neglected due to spin orbit  coupling   is small. The 

eigenvectors of the Hamiltonian (1) relative to the 

spectrum (2) are plane wave’s function of the 
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

       iieeyx yx kki 
 0

1
2

1
,

 (4) 

       iieeyx i

kki yx 




 1

2

1
,

 (5) 

Scattering geometry of two-dimensional electron 

gas with Rashba spin-orbit interaction on the spin-

orbit lateral superlattice shown in Fig. 1 [13] 

Fig.1.Two-dimensional electron gas scattering 

geometry with Rashba spin-orbit interaction on the 

spin-orbit lateral superlattice. The reflected r and 

incoming  i  spinors are the eigenstates of Rashba 

Hamiltonian with spin-orbit coupling constant 1  and 

wave vectors belonging to the same Fermi contour 

[13]. 

In many two-dimensional electronic systems the 

main mechanism of spin relaxation is the Dyakonov – 

Perel spin relaxation mechanism [14, 15]. In this 
mechanism electron spins sense an effective 

momentum dependent magnetic field randomized by 

electron-scattering events, which leads to relaxation of 

electron spin polarization. In the last decade, a number 

of theoretical and experimental studies of the features 

of Dyakonov – Perel spin relaxation were published 

[16–19]. This has been shown in Ref. [20] that the 

spin relaxation time for two-dimensional electrons 

depends not only on the material parameters, for 
example, the spin-orbit interaction strength, electron 

mean free path, etc., but also on the initial spin 

polarization profile. The spin-orbit coupling defines 

the electrons spin-relaxation time in semiconductor 

heterostructures and in ordinary semiconductors 

[21]. So it has a significant role in the physics of 

diluted magnetic semiconductors [22]. 

ONE-DIMENSIONAL RING WITH SPIN–

ORBIT INTERACTION 

Nanostructures with ring geometry are of great 

interest, because they provide unique opportunities for 

studying quantum interference effects, for example, 

the persistent current and the Aharonov–Bohm effect. 

The theoretically studying of the persistent 

current of electrons without free spin in the one 

dimensional ring was shown in Ref [23]. Founding 

shapes and periods of the current oscillations created 

great interest. The current oscillations’ shapes and 

periods were found. Periodic dependence on a 

magnetic flux of the persistent current is one of the 
important properties of it. That effect occurs for the 

isolated ring [24] and also the ring connected to an 

electron reservoir [23, 25]. The theoretically studying 

of the magnetic moment of a 2D electron gas with the 

Rasba spin–orbit interaction in a magnetic field was 

investigated in Ref [26]. The persistent current, the 

electronic thermal capacity in the dimensional ring 

have been investigated in [30, 31], [32] respectively. 

Oscillations of the magneto transport [27–29], and the 

magnetic properties [33] in the dimensional ring have 

been studied. An obvious analytic expression is got by 
taking into account the spin-orbit interaction in the 

Rashba model [34] for the persistent current and 

magnetic moment of the electron gas in one 

dimensional ring. 
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Over the ten years, great attention has been 

dedicated toward control and engineering of freedom 

spin degree at mesoscopic scale, usually referred to as 

spintronics [35]. 

Diluted magnetic semiconductors is a prime class 

of materials for spintronics. These are solutions of the 

A2B6 or A3B5 with a high density of magnetic 

impurities (usually, Mn). For combining 
semiconductor electronics with magnetism DMS is 

one of the best candidates. The strong s-d exchange 

interaction between the local magnetic ions and the 

carriers leads to Diluted magnetic semiconductors 

offers us with an interesting possibility for tailoring 

the spin splitting and the spin polarization [36]. 

 The spin-orbit interaction effects on the one-

dimensional quantum ring properties has attracted 

much attention [37]. In Ref [38] have studied the 

Rashba SO interaction, the effect of the magnetic field 

the finite temperature and also the s-d exchange 

interaction on the conductance of a DMS hollow 
cylindrical wire.  

The specific heat and magnetization of a diluted 

magnetic semiconductor (DMS) quantum ring in the 

presence of magnetic field have been calculated by us 

in the paper [39] and also we take into consideration 

the effect of Rashba spin-orbital interaction, the 

exchange interaction and   the Zeeman term on the 

specific heat. Additionally, in diluted magnetic 

semiconductor quantum ring, we calculated the 
electrons energy spectrum. Furthermore, at finite 

temperature of a DMS (Diluted magnetic 

semiconductor) quantum ring, the specific heat 

dependency on the magnetic field and Mn 

concentration have been calculated by us. In Fig. 2 

show us the average magnetization of diluted 

magnetic semiconductors quantum ring as a magnetic 

function and Rashba spin-orbit coupling constant 
  160 meV. nm at fixed Mn concentration x =

0.05 and T = 10 K. 

The magnetization changes abruptly with a small 

increase in H and the peak is observed after which the 

magnetization starts to decrease. 

Fig. 2. The average magnetization of diluted magnetic semiconductors quantum ring as a function of magnetic with Rashba 
spin-orbit coupling constant  a = 160  meV.nm at fixed Mn concentration x=0.05 and T=10 K [39]. 

The magnetization of electrons in a diluted 

magnetic semiconductor quantum ring have been 

investigated in the paper [40] by us. The Rashba spin-

orbit interaction, the exchange interaction and the 

Zeeman term effect are taken into account by us and 

also we have calculated wave function and energy 
spectrum of the electrons in DMS quantum ring. 

Likewise, as a function of the magnetic field at finite 

temperature of a diluted magnetic semiconductor 

quantum ring for strong degenerate electron gas, the 

magnetic moment has been calculated. 

We have theoretically studied the magnetic 

properties and electronic spectra of a Diluted magnetic 

semiconductors quantum ring in externally applied 

static magnetic field in the paper [41, 42]. It has been 

shown that if Mn concentration rise, the compensation 

points reduce Also, it was obtained that with 

increasing manganese content in the DMS quantum 
ring a transition to the paramagnetic from the 

antiferromagnetic properties one occurs for finding 

DMS ring electrons magnetization it is necessary to 

obtain in the ring, the expression of the electron gas’s 

free energy. That equation can be determined from the 

classical partition function Z. We express the given 

non-degenerate energy spectrum by a sum over all 
possible states of the system 

 





 

,

,

l

EleZ  (6) 

In here, 
TkB

1
 and Bk  –is the Boltzmann 

constant and T is the thermodynamic equilibrium 

temperature.  

ZTkF B ln                              (7) 

We use the expression of the free energy of the ring 

for calculation the magnetization of the electron gas: 



G.B. IBRAGIMOV 

6 

H

F
M




  (8) 

As it is seen from Fig. 1, with changing of the 

AB flux at fixed temperature the magnetization for 

free electron model system (x=0) varies from negative 
to positive values, such a behavior is typical for 

antiferromagnetic systems.  

The exchange interaction between the localized 

angular moments changes with increasing in the Cd1-

xMnxTe solid solutions Mn concentration and this 

leads to change in the magnetization of the DMS 

quantum ring. The calculations showed that, a 

transition from the antiferromagnetic properties to the 

paramagnetic one is observed in a DMS quantum ring 

as the manganese content increases. 

With changing the AB flux at fixed temperature, 

the magnetization x=0.0004 varies to negative values 

from positive for Mn concentration in the non-

interacting DMS quantum rings, which is typical for 

paramagnetic systems. When = l and where l is 

integer or half integer, as it can be seen the magnitude 
of magnetization is equal to zero. 

These points are called “Aharonov-Bohm 

compensation points” at that time the magnetization 

disappears at fixed temperature and magnetic flux 

varies. 

Fig.3. Dependence of the magnetization in terms of  on the magnetic flux for the cases where Mn concentrations x=0, 

g=0, and x=0.0013, g=-1.67 for  x = 0.08. 

QUANTUM DOTS IN THE PRESENCE OF THE 

SPIN–ORBIT INTERACTION. 

The spin of an electron confined in a 

semiconductor quantum dot is a promising candidate 

for a scalable quantum bit [43, 44]. The electron spin 

states in quantum dots are expected to be very stable, 

because the zero dimensionality of the electron states 

in quantum dots leads to a significant suppression of 

the most effective 2D spin-flip mechanisms [45]. 

During the past few decades, spin physics has 
attracted substantial attention in semiconductors. 

Experimental and theoretical studies have made it 

possible to fabricate Nano-structured semiconductor 

devices [46, 47] with quantum confinement in all 

spatial directions. The size of these structures are 

typically consist of several nanometers and are usually 

known as objects of zero size or, more technically 

called as quantum dots [48]. With the advent of 

modern manufacturing technologies, such as 

molecular beam epitaxy, selective ion implantation, 

nanolithography and etching and it has become 

possible to design such semiconductor quantum 
heterostructures in which the electrical properties of a 

quantum dot are very sensitive to the spin of electrons. 

In this context where devices are controlled by spin-

polarization is “Spintronics” [49, 50]. This leads to 

offer of many devices like spin filter, spin transistors 

etc. Investigation of spin-dependent phenomena in 

low dimensional systems has attracted a rage over the 

years. Spin-dependent phenomena offer opportunities 

to advance many optoelectronic devices in which 

these devices can be controlled by intrinsic spin-orbit 

interaction. The presence of a heterojunction leads to 

inversion asymmetry of the confinement potential in 

semiconductor nanostructures, such as GaAs, InAs 

and In1-xGaxAs quntum dots, quantum wells and 
quantum wires.  

 Electron-phonon interaction plays an important 

role in defining the transport and other properties of 

quantum dots. Electron-phonon interaction leads to 

various physical phenomena, such as 

superconductivity, polaronic effect, magneto phonon 

anomalies etc. Thus it is our main target to learn the 

polaronic effects in the energy states of an electron 

and other quantum structures. It was theoretically 

studied in Ref [51] that the RSOI effect on an electron 

polaronic energy spectrum in a 2D parabolic quantum 

dot of a polar semiconductor. There is extended 
investigate to the bound polaron difficulty where the 

electron is bound to a Coulomb impurity. Thanks to 

modern advanced technologies, it has become possible 
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to study the energy levels of electrons of various types 

of quantum dots. In [38–42, 52–54] has extensively 

studied the orbital and spin magnetization of those 

systems over the last years. The point of interest is 

that the magnetization provides information on the 

multi particle dynamics of the dots in an external 

magnetic field. Additionally, an extensive study of 

magnetic properties of nanosystems [56-59] is 
required by recent development of sprintronics. The 

spin states in the quantum dots are promising 

candidates for realizations of qubit in the quantum 

computing [60]. The design of the magnetic properties 

of semiconductor quantum dots and energy shells is 

controlled by the electron spin [48-50]. For III–V 

semiconductor nanostructures the interaction among 

orbital angular and spin momenta [5] has an important 

role in the energy spectrum formation (spin–orbit 

interaction). When the potential through which the 

carriers travel is inversion asymmetric, the spin–orbit 

interaction eliminates the spin degeneracy of the 

energy levels even without external magnetic fields. 

The effect of the spin–orbit interaction on the electron 

magnetization of small semiconductor quantum dots is 

theoretically studied in Ref [61]. Moreover, In Ref. 

[61] a study of the effect of the spin–orbit interaction 

on the magnetic susceptibility of small semiconductor 

quantum dots. These characteristics show quite 
interesting behavior at low temperature. There are 

many investigations on the thermodynamic properties 

of quantum dots, because of their huge potential for 

future technological applications [51-54]. In the 

presence of the spin Zeeman effect the specific heat 

and entropy of GaAs quantum dot and Gaussian 

confinement have been studied Boyacioglu and 

Chatterjee [62]. At low temperature they observed a 

Schottky-like anomaly in heat capacity while that 

anomaly approaches a saturation of 2kB with rising 

temperature. 

Fig. 4. The dependence of 

Bk

c
 as function of temperature and Mn concentration at fixed H =5Tl.[68]. 

Boyacioglu et al [63] investigated that 

diamagnetic and paramagnetic effects in a Gaussian 

quantum dot can create the total magnetization and 

susceptibility. The magnetic properties of a quantum 

ring and dot using a three-dimensional model are 

calculated by Climente et al. [64]. 

In the presence of external electric and magnetic 

field the thermal and magnetic properties of a 
cylindrical quantum dot with asymmetric confinement 

has been studied in the paper [65]. In [66] have been 

investigated the thermodynamic properties of an InSb 

quantum dot in the presence of Rashba spin-orbit 

interaction and a static magnetic field. Fundamental 

part of materials for spintronics forms diluted 

magnetic semiconductors (DMS). They are
62BA  or 

53BA solutions with high density of magnetic 

impurities (usually, Mn).The Zeeman effects and 

exchange terms are taken into account on the heat 

capacity of diluted magnetic semiconductors quantum 

dots and the electron is assumed to be moving in an 

asymmetrical potential in the paper [68]. 

In Fig.3 we demonstrate as function of 

temperature and Mn concentration at fixed H = 5Tl the 

specific heat of the DMS quantum dot in the presence 

of exchange interaction and Zeeman term. According 

to this figure as the temperature is rised the specific 

heat unexpectedly increases and then reduces giving a 
peak-like structur. 
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The effect of single-walled carbon nanotubes (SWCNTs) on the dielectric, conductive, and electro-optic properties of 
nematic liquid crystal 4-cyano-4'-pentylbiphenyl (5CB) has been studied. It was shown that the additive of SWCNTs with 
concentration of 0.5% leads to strong interaction between SWCNTs and molecules, which increases the order parameter of 
5CB. As a result, the clearing point is raised, the longitudinal component of the dielectric permittivity increases while the 
transverse component decreases. The incipient percolation effect promotes to the dominance of hopping electron conductivity 
over ionic conductivity, leading to an increase in specific conductivity. In this case, the elastic splay constant of 5CB is 
enhanced and, accordingly, the threshold voltage of the S-effect increases. A decrease in the Van-der-Waals interaction between 
molecules decreases viscosity. As a result, the flip-flop motion of molecules become easier and the switching times are also 
reduced. 

Keywords: liquid crystal, single-walled carbon nanotubes, dielectric relaxation, electric conductivity, threshold voltage. 
PACS: 64.70.mj;64.70.pv;77.84.Nh;82.70.Dd. 

1. INTRODUCTION

Single-walled carbon nanotubes (SWCNTs) are 
rod-shaped and have a diameter comparable to the 
transverse size of elongated liquid crystal (LC) 
molecules. In addition, there is strong interaction of 
nanotubes with LC molecules, as a result of which they 
are aligned along the preferred direction (director) of 
LC molecules [1]. In that respect, liquid crystal with 
such nanoparticles can significantly change its physical 
properties. 

The aim of this work is to study the effect of 
SWCNTs on the dielectric, conductivity, and electro-
optic properties of nematic liquid crystal 4-cyano-4'-
pentylbiphenyl (5CB). 

2. EXPERIMENTAL

We used nematic liquid crystal 4-cyano-4'-
pentylbiphenyl (firm Merck) with positive dielectric 
anisotropy as a matrix. The temperature range of the 
nematic phase of this LC is usually located between 
21.3o C and 35.2o C.  

The single-walled carbon nanotubes (US, 
Research Nanomaterials, In.) were added into the liquid 
crystal   with concentration of 0.5 wt. %. Then obtained 
mixture was shaken in a vortex mixer for 1 hour at 
temperature 50°C, followed by sonication with 
dispergator Ultrasonic Cleaner NATO CD-4800 
(China) for 4 hours.  

The cell had a sandwich structure and consisted of 
two plane-parallel glass plates whose inner surfaces 
were coated with thin transparent and conductive 
indium-tin-oxide (ITO) layer. Planar orientation of 
molecules was attained by coating the inner substrate 
surfaces with rubbed polyimide layers. For obtaining of 
homeotropic orientation of LC molecules, we used the 
surfactant (polysiloxane). The cell thickness was fixed 
with calibrated 20 μm polymer spacers for 
measurements. Both the colloid and the pure LC were 
injected into the empty cell by capillary action at the 

isotropic state. To increase the dispersion, the cells with 
the colloid were placed at electric field of 40 V to 
achieve turbulence and were kept for 2 days. In this 
case, no aggregation of particles was observed. The 
stuffed cell was kept in the special heater with 
temperature regulator GL-100 (China). The copper-
constantan thermocouple was used for temperature 
control. An accuracy of temperature determination was 
0.1°C.   

Dielectric and conductivity measurements were 
carried out by the Precision LCR Meter 1920 (IET 
Labs. Inc., USA) in the frequency range of 20 Hz – 1 
MHz and at temperatures between 23°C – 43°C. In this 
case, applied voltage was 0.5 V for both LC molecular 
orientations.   

A set-up for measurements of electro-optic 
parameters was assembled on the base of the Carl Zeiss 
polarization microscope. The electric impulses of the 
special form applied to the cell from the functional 
generator (model G6-28, Russia). A light, passing 
through the cell, fell on the photo diode and was 
registered by digital storage oscilloscope (model 
6022BE, Hantek).  

Switching times were defined from an electro-
optic response by application of unipolar rectangular 
impulses while threshold voltage was defined using 
unipolar triangular impulses in quasi-static regime. 
Besides, a value of the threshold voltage was 
supervised under the polarization microscope. 

3. RESULTS AND DISCUSSION

According to [2], nanoparticles do not disturb the 
director field of a LC, if the penetration length ξ is much 
smaller than their diameter D. The penetration length is 
defined as ξ =K/W, where K is some average of the 
Frank elastic constants, W is an anchoring energy of the 
nematic molecule at the particle surface.  The values of 
the anchoring energy are within 10–4 – 10–6 J/m2, elastic 
constants have the value about 6∙10-12 N, and D of 
single-walled nanotubes is equal to 1 nm. Elementary 
calculations show that the penetration length has an 
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order between 10-8 – 10-6. It is much more than the 
SWCNT diameter. Hence, the obtained colloids can be 
considered as a homogeneous media and they should 
behave as pure LCs but with the modified parameters. 

Observation under polarization microscope has 
shown that the clearing temperature of the pure LC is 
located near 35.2° C while the nematic-isotropic 
transition of the colloid takes place at 37.1° C.  

Rod-like particles of single-walled carbon 
nanotubes in nematic LC cause the effective 
orientational coupling with LC molecules [3]. The 
charges transfer from LC molecules to the particles and 
are distributed asymmetrically on the SWCNTs 
inducing a permanent dipole moment on them [4]. As a 
result, SWCNTs are oriented parallel to the LC director 
enhancing the order parameter S [5]. In this case, the 
isotropic-nematic transition temperature increases [6]. 

Fig. 1 and fig. 2 show the frequency dependence 
of real ε' and imaginary ε'' parts of dielectric 
permittivity of both the pure LC and the colloid for 
homeotropic and planar configurations, 
correspondingly, at temperature of 24°C.  

 The frequency dependence of ε' can be divided 
into three ranges. At low frequencies, an increase in 
dielectric permittivity occurs, which is associated with 
electronic exchange between electrodes and ions [7]. In 
this case, the nanotubes increase the double electric 
layer enhancing the field screening effect. In the middle 
frequency region, the dielectric permittivity remains 
almost unchanged and is connected with the bulk 
properties of the sample. And finally, relaxation of the 
liquid crystal and the colloid starts in the high-
frequency range. As can seen, the additive of carbon 
nanotubes increases the longitudinal component of real 
part ε' of dielectric permittivity while it decreases the 
transverse component in the middle frequency range. In 
particular, the longitudinal component increases from 
19.55 to 20.56 and the transverse component decreases 
from 6.51 to 5.93 at the frequency of 2 kHz.  As a result, 
the dielectric anisotropy increases from 13.04 to 14.63 
at temperature 240 С. A presence of SWCNTs also 
decreases the value ε'' except for low frequencies at 
homeotropic configuration.  

Temperature dependences of the real part of the 
dielectric permittivity of the colloid and the pure LC for 
both configurations at the frequency of 2 kHz are 
presented in fig. 3. 

As can be seen, the longitudinal component of 
dielectric permittivity of the colloid is more and the 
transverse component is less than the corresponding 
value of the pure LC at all temperature up to the 
clearing point. The longitudinal and transverse 
components of the dielectric permittivity of the pure LC 
coincide above 35.2° C. It indicates that the isotropic-
nematic transition occurs at the indicated temperature 
in the pure LC. While the components of the dielectric 
permittivity of the colloid are equalized at temperature 
of 37.1°C. Therefore, phase transition in the colloid 
rises to indicated temperature. This fact is consistent 
with observations under the polarization microscope. 

 

Fig.1. Frequency dependence of real ε' and imaginary ε'' parts 
of dielectric permittivity at homeotropic 
configuration (temperature 240С): (a) ε' of the pure 
LC, (a') ε' of the colloid, (b) ε'' of the pure LC, (b') ε'' 
of the colloid. 

 

 

Fig. 2. Frequency dependence of real ε' and imaginary ε'' parts 
of dielectric permittivity at planar configuration 
(temperature 240С): (a) ε' of the pure LC, (a') ε' of the 
colloid, (b) ε'' of the pure LC, (b') ε'' of the colloid. 

 

Fig. 3. Temperature dependence of components of dielectric 
permittivity at the frequency of 2 kHz: (a) the 
transverse component of the pure LC, (a') the 
transverse component of the colloid, (b) the 
longitudinal component of the pure LC, (b') the 
longitudinal component of the colloid. 

The observable changes  dielectric permittivity 
can be explained by the Maier-Meier theory for nematic 
LC according to which expressions for components of 
dielectric permittivity are defined as follows [8]: 
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where F is reaction field factor, H is the cavity form 
factor, γav = (γII + 2γ⊥)/3 is the average value of 
polarizability of LC molecules, Δγ =γII - γ⊥  is the 
anisotropy of polarizability, N is the number of LC 
molecules per unit volume, S is the order parameter, β 
is an angle between the point molecular dipole ре and 
the axis of maximum molecular polarizability, ε0 is 
dielectric permittivity of vacuum, kB is Boltzmann 
constant, Т is Kelvin temperature. These expressions 
include quantity of molecules N per volume unit and 
the order parameter S. Since the concentration of the 
colloid is very small, the number of embedded particles 
per unit volume is also small. That is, the number of LC 
molecules per unit volume N decreases insignificantly. 
As shown above, the additive of nanotubes increases 
the order parameter S. The second term in the curly 
brackets of the expressions for components of dielectric 
permittivity containing the order parameter has 
different sign. It has the order parameter with a positive 
coefficient of 2/3 for the longitudinal component, 
accordingly, this component increases at the additive of 
nanotubes while the transverse component decreases 
because of negative coefficient of 1/3 of the same term. 
These inferences agree with our experimental data.  

As can be also seen from figure 3, a maximum of 
dielectric absorption shifts to the high-frequency region 
from 640 kHz to 680 kHz. Fig. 4 shows the temperature 
dependence of the frequency of the dielectric 
absorption peak for the pure LC and the colloid.  

As can be seen, the frequency of the dielectric 
absorption peak of the colloid is less than for the pure 
LC at all temperatures. The frequency of the dielectric 
absorption peak of the pure LC varies from 590 kHz 
(23°C) to 770 kHz (34°C) while it increases from 645 
kHz (23°C) to 780 kHz (34°C) for the colloid.    

The relaxation frequencies fR follow the 
Arrehenius behavior by equation: 

TNk
W

R
ABAef

−

=

where W is the activation energy  of  the flip-flop 
motion of the molecules about their short axes., A is 
some parameter, NA is the Avogadro number. The 
slopes of the plots of log fR versus the inverse of the 
temperature correspond  to  the activation energies 
along the director for the pure and the colloid, which 
equal to 27 kJ/mol and 23 kJ/mol, correspondingly. The 
activation energy decreases due to the presence of 
nanotubes. It indicates to that SWCNTs facilitates the 
flip-flop motion of the LC molecules.  

As is well known, the relaxation time τ of LC 
molecules is characterized by flip-flop motion of 
molecules about their short axes. It is determined as 
follows:  

fπ
τ

2
1

=
, 

where f is the frequency of the applied electric field. 
The addition of SWCNTs reduces the relaxation time 
from 2.7∙10-7 to 2.1∙10-7 s at 23° C and from 2.5∙10-7 s 
to 2.0∙10-7 s at 34° C. Obviously, the decrease of the 
relaxation time for the colloid connects to the decrease 
in viscosity. Temperature also affects on the relaxation 
time: an increase in temperature reduces viscosity. As 
a result, the flip-flop motion of LC molecules becomes 
easier.  

Fig. 4. Temperature dependence of the frequency of a local 
maximun of ε ": (a) the pure 5 CB, (b) the colloid.       

Fig. 5.  Frequency dependence of specific 
conductance at temperature 24°C: (a) σII of the 
pure 5CB, (a') σII of the colloid, (b) σ⊥ of the 
pure 5CB, (b') σ⊥  of the colloid. 

As may be inferred from this figure, the 
longitudinal component is more than the transverse one 
in the pure LC and the colloid at low and middle 

frequencies. This is due to the fact that it is easier for 
charges to move along the long axes of LC molecules 
(director). In this case, SWCNTs increase the 
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conductivity of both components. In such a case, the 
longitudinal component increases more than the 
transverse component. In particular, at the frequency of 
2 kHz, the longitudinal component of conductivity 
increases from 5.2 ∙10-7 S/m to 7.4 ∙10-6 S/m while the 
transverse component increases from 1.9 ∙10-7 S/m to 
1.1∙10-6 S/m. Starting from 15 kHz, the conductivity 
increases sharply. At high frequencies, conductivity of 
the colloid is less than for the pure LC.  

The increase in conductivity is connected with the 
percolation phenomenon and high intrinsic electrical 
conductivity of carbon nanotubes. Continuous network 
of SWCNTs is formed in the colloid at a certain 
concentration called the percolation one. In this case, 
there is a transition from the ionic conductivity to the 
dominating charge hopping conductivity.  

The conductivity of the LC at high frequencies is 
determined by the dielectric losses because molecular 
dipoles follow the electric field with some lag. There is 
the inhibition of the rotation of these dipoles in an 
alternating field. It is known that the corresponding 
conductivity can be represented by the Debye formula: 

[ ] Dff τπεεεεεπσ 2
00 )2()()0("2 ∞−==

where τD is the relaxation time for molecular dipoles 
which is determined as [8]: 

TkB
D 2

γτ =
, 

where γ is the rotational viscosity. The decrease in LC 
conductivity at high frequencies can be explained by a 
decrease in rotational viscosity at additive of SWCNTs 
into the LC.  

The temperature dependences of specific 
conductance for the pure LC and the colloids are 
presented in fig. 6.  

Fig. 6. Temperature dependences of specific conductance at 
the frequency 2 kHz: (a) σII of the pure 5 CB, (a') σII 
of the colloid, (b) σ⊥ of the pure 5CB, (b') σ⊥  of the 
colloid.  

With increasing temperature, conductivity 
increases and the corresponding dependence 
obeys the Arrhenius law: 

TNk
E

ABe
−

= 0σσ , 

where σo is the pre-exponential factor, E is the 
activation energy of electrical conductivity. The value 
of E consists of the activation energy of the motion of 
the carriers and the energy necessary for the nucleation 
of new charges. It is an energy barrier which an ion 
must overcome to move inside a liquid crystalline 
medium. The larger the E, the harder the ions move 
within the LC layer and, accordingly, the lower the 
conductivity. 

From the last expression, it is possible to find the 
activation energy of EpII  of the pure LC and EcII of the 
colloid along the director, Еp⊥ of the pure LC and Еc⊥ 
of the colloid across the director, as well as the 
activation energy of Ep.is  of the pure LC and Ec.is of the 
colloid in the isotropic phase. The method is the same 
as for the the activation energy of flip-flop motion of 
molecules. The calculated values of the activation 
energy are given in Table 1. 

Table 1 
Activation energy (in kJ/mol) of the pure LC and 

the colloid in the isotropic phase as well as nematic 
phase along and across director. 

Е II Е⊥ Е.is 

Pure LC 39.6 85.4 56.3 

Colloid 23.2 78.5 49.1 

As one can see from this Table, the presence of 
SWCNTs decreases the activation energy of charges in 
nematic phase for both directions. That is, 
chargesmoves inside the colloid with lesser exertion 
than in the pure LC.  

The measurement of the threshold voltage of the 
Freedericksz effect by the electro-optical method 
showed that the addition of nanotubes increases it from 
1.2 to 1.6 V.   

According to [8], the threshold voltage UF of the 
Freedericksz effect is determined by the following 
equation: 

εε
π

∆
=

0

11KU F
, 

where K11 is splay elastic constant; ε0 is the permittivity 
of vacuum; Δε is the dielectric anisotropy. This 
expression is true for colloids with a low concentration 
of particles and their small sizes. Using the numerical 
values of the threshold voltages and dielectric 
anisotropy, one can obtain the values of the elastic 
constants of the pure LC and the colloid. Calculations 
show that they are equal to 1.685∙10-11N and   3.362∙10-

11 N, respectively. That is, the additive of SWCNTs into 
LC increases its elastic constant. 

The dependence of the rise time of the 
Freedericksz effect on the applied voltage for both the 
pure LC and the colloid is presented in fig. 7. 

Apparently, the dependence of the rise time ton on 
the voltage for both the pure LC and the colloid 
qualitatively corresponds to the expression [8]: 
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where γ1 is the rotational viscosity, d is the cell 
thickness, and U is the applied voltage, UF is the 
threshold voltage of Freedericksz effect.  Moreover, the 
rise time for the colloid is less than for pure LC at all 
voltage.        

Fig. 8 shows the dependences of the decay time of 
the pure LC and the colloid on the applied voltage. As 
can be seen, the decay time of the colloid is less than 
the pure LC at all voltages. In addition, the decay time 
starts to increase slightly after the voltage of 6 V. 

According to [8], the decay time is determined as 
follows: 

11
2

2
1

K
dtoff π

γ
=

If we assume that this expression is true for a 
colloid then we can estimate the change in viscosity 
with the additive of SWCNTs. In particular, using the 
numerical values of the decay times and elastic 
constants at the applied voltage of 4 V, one can find the 
ratio of viscosities which is equal to γ1с =0.25 γ1р, where 
γ1с and γ1р are the viscosities of the colloid and the pure 
LC, correspondingly.  As can be seen, the viscosity 
decreases with the additive of SWCNTs into the liquid 
crystal. An increase in the decay time with voltage 
increasing may be associated with the occurrence of 
specific turbulence (fig. 9) in the colloid. In this case, 
the coupling between LC molecules and SWCNTs is 
violated. As a result, SWCNTs inhibit the relaxation of 
molecules to their initial state.  

Fig. 7. Voltage dependence of the rise time of the 
Freedericksz effect: (a) the pure 5CB, (b) the colloid. 

Fig. 8. Voltage dependence of the decay time of the 
Freedericksz effect: (a) the pure 5CB, (b) the colloid. 

Fig. 9. The image under polarization microscope at the 
application of voltage of 6 V to the cell with the colloid. 
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The investigation data of equilibrium and dynamic characteristics of dielectric polarizations, the measurement results of 
dielectric constant ε' and absorption index ε" of chlorobenzene - n – butyl alcohol system, are given in the article. The measurements are carried 
out on the frequencies 0,008; 0,04; 0,20; 0,50; 1,5; 5,0; 7,5 MHz at temperature from 20 up to -150° С; 25; 50; 500; 1000; 3000; 
7500; 14000 MHz at temperature from 20 up to – 40°С at alcohol content in mole percent х = 0,000; 0,270; 0,526; 0,769; 1,000.  
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INTRODUCTION 

The equilibrium and dynamic characteristics of 
dielectric polarization of chlorobenzene - n – butyl alcohol 
system are investigated in the work. The structure of 
studied solutions higher liquidus line is characterized 
by strong micro-heterogeneity which is formed in the 
presence of open hydrogen-bounded chains from 
alcohol and chlorobenzene molecules. The molecular 
movement in liquid solutions in interval liquidus- 
solidus differs by high clusterization. The 
devitrification phenomenon with following 
spontaneous crystallization is revealed at temperatures 
below the solidus line.      

EXPERIMENTAL PART 

The dielectric constants ε' and solution absorption 
coefficient ε" of chlorobenzene - n – butyl alcohol system are 
measured on frequencies 0,008; 0,04; 0,20; 0,50; 1,5; 5,0; 
7,5 MHz in temperature interval from 20  up to –150° 
С and also on frequencies 25; 50; 500; 
1000;3000;7500;14000 MHz in temperature interval 
from 20 up to – 40°С at content of butyl alcohol in mole 
percent  х = 0,000; 0,270; 0,526; 0,769; 1,000. The 
equilibrium dielectric constants εо are defined at twelve 
concentrations in temperature interval 20 ÷  –150°С. The 
low-frequency measurements are carried out at big absorption by 

the method of inductively bounded contours [1]. The short-
circuited line method is used in decimeter range, the variable 
thickness method [2] is used in centimeter range. The error of εо, 
ε' and ε" values is averagely ±1%.  The contribution of 
conduction dielectric loss in total absorption is taken under 
consideration at low frequencies.  

The cooling is carried by liquid nitrogen. The 
measurements are carried out at continuous heating 
with velocity less 0,1 grad/min. The temperature is 
maintained by thermostat on super-high frequencies. 
The sample temperature is measures by thermоcouple. 
Thermocouple error is less ± 0,3°. 

RESULT DISCUSSION 

The preliminary data and interaction character 
between system components can be obtained from state 
diagram. The temperature variation of εо is obeyed to 
linear dependence in liquid state where components are 
mixed unlimitedly:   

𝜀𝜀0 = А +  В
Т
     (1) 

The values of А and В constants for some 
concentrations х are given in table 1: 

Table 1 

х 0 0,109 0,270 0,426 0,526 0,625 0,769 1,00 
А 

10-3·В°C 
1,58 
1,22 

1,32 
1,38 

–1,20
   2,35 

–11,2
   5,65 

–14,3
   7,00 

–15,2
   7,82 

–17,5
   9,20 

–18,6
 10,8 

At addition of chlorobenzene to alcohol the 
derivative ∂ε0

∂(1/T)
 firstly decreases relatively slowly and 

it strongly decreases below values х ~ 0,4. Especially 
in this concentration region  there are the most 
inclinations ε0 from additivity. The discussion of 
inclination reasons from additivity can be considered in 
terms of equilibrium orientational polarization. 
According to Kirkwood - Frohlich we have: 

  𝑃𝑃 = (𝜀𝜀0−𝜀𝜀∞)(2𝜀𝜀0+𝜀𝜀∞)
𝜀𝜀0(𝜀𝜀∞+2)2

 𝑉𝑉 = 4𝜋𝜋𝜋𝜋𝜇𝜇02

9𝑘𝑘𝑘𝑘
 g       (2)  

where ε∞ is dielectric constant caused by electronic and 
atomic contributions in polarization, μ0 is dipole 
moment of isolated molecules, V is molar volume, N is 
Avogadro number, g is correlation parameter taking 
under consideration the short-range forces. For 
aliphatic alcohols the model of hydrogen-bounded 
molecular chains of alternative length with limited 
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rotation round the bounds of molecular chains [3,4], 
allows us to describe the observable temperature 
variation of g parameter. The small g parameter values 
at high temperatures are caused by decrease of length 
of molecular chains under influence thermal motion 
and big g parameter values at low temperatures are 
caused by increasing rotation slow at which the 
orientational correlation of neighbor dipoles becomes 
more effective one.  

 Within the framework of this model the dilution 
of n – butyl alcohol in chlorobenzene should be 
accompanied by redistribution of chains by lengths in 
favor of shortest lengths and monomers. This leads to 
the appearance of negative inclinations of ε0 from 
additivity because of decrease of hydrogen bond 
number in volume unit. The character of temperature 
variation of inclinations is agreed with hypotheses on 
the bond between thermal motion energy and chain 
depolymerization process.   

 The short chains transit into more stable close 
multimers, often dimers which have the practically zero 
dipole moment and don’t contribute into polarization in 
chemically inert solvents. That’s why the clear 
minimum [5] appears at small parts of alcohol on Р(х) 
dependence curve. If we take under consideration in 
first approximation that polarization of Р1 

chlorobenzene doesn’t depend on composition, then Р2 
alcohol polarization is determined by the expression:    

 Р2 =  Р12− (1−х)Р1
х

     (3) 

where 12 index is related to solution. 
Such interaction is connected with proton-

accepter properties of benzene ring. Indeed, according 
to data of NMR method [6] the open dimers dominate 
in diluted benzene solutions.      

The treatment results in the terms of two 
independent relaxation processes, each of which has the 
one relaxation time τ, are calculated by the formula:  

𝜀𝜀∗ =  𝜀𝜀′ −  𝑖𝑖𝑖𝑖′′ = 𝐶𝐶1
(1+𝑖𝑖𝑖𝑖𝑖𝑖1)

+ 𝐶𝐶2
(1+𝑖𝑖𝑖𝑖𝑖𝑖2)

  (4) 

where C1 + C2 = 1, C1 = ε0− ε∞,1
ε0− ε∞,2

; ε∞,1 is high-frequency 
limit of low-frequency absorbing region, ε∞,2 is high-
frequency limit of high-frequency absorbing region 
(table 2). The relaxation parameters of pure component 
of main dispersions are also given in table 2. The 
inclinations of dielectric coefficient values calculated 
by (4) and data of table 2 from experimental ones don’t 
exceed ±2% for ε' and ± (5 – 7) % for ε". 

  Table 2 

х t, °C ε0 ε∞,1 ε∞,2 1012·τ1,sec 1012·τ2,sec 

0,000 20 
0 

– 20
– 40

–
–
–
–

5,72 
6,08 
6,44 
6,80 

2,58 
2,62 
2,68 
2,74 

–
–
–
–

12,5 
16,3 

 22,0 
 30,2 

0,270 20 
 0 

– 20
– 40

6,80 
7,52 
8,15 
8,95 

5,50 
5,70 
5,92 
6,18 

2,60 
2,65 
2,70 
2,77 

 164 
 330 
 790 
2100 

12,0 
15,0 
21,0 
29,4 

0,526 20 
  0 

– 20
– 40

9,50 
11,5 
13,4 
15,7 

5,20 
5,30 
5,44 
5,62 

2,56 
2,62 
2,72 
2,75 

 360 
 750 
2160 
6340 

12,5 
15,0 
21,0 
30,0 

0,769 20 
  0 

– 20
– 40

13,8 
16,4 
19,0 
22,1 

4,50 
4,60 
4,68 
4,78 

2,55 
2,60 
2,65 
2,70 

515 
1200 
3160 
9600 

12,5 
15,6 
21,0 
30,0 

1,000 20 
0 

– 20
– 40

18,1 
21,2 
24,3 
27,9 

3,38 
3,44 
3,53 
3,59 

–
–
–
–

630 
1400 
3700 
11000 

–
–
–
–

From consideration of table 2 it is followed that: 

1. The relaxation times of the first region are close
to corresponding values for the main absorbing region of 
n – butyl alcohol. The significant diversions appear 
only at х ≤ 0,5.  

2. The relaxation times and activation energies of 
the second region don’t practically differ from the same 
ones for the main absorbing region of pure 
chlorbenzene at all studied concentrations.   

3. The extrapolation ε∞,1 gives values ε0 of 
chlorbenzene at х → 0 and at х → 1 it gives the values of 

high-frequency limit of the main dispersion of n – butyl 
alcohol.   

Thus, the given system in liquid phase is 
heterogeneous one at molecular level and it consists of 
clusters. Taking under consideration the investigation 
results at equilibrium, we can’t consider these clusters 
not depending on each other. The direction in which the 
relaxation times change in solution will be defined by 
interaction nature between molecules of the one and the 
same cluster, and both of them.  

The main dispersion region in n – butyl alcohol is 
interpreted on the base of cluster decay processes [7] 
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consisting of elongated chains because of breaking of 
hydrogen bonds under the influence of thermal motion 
with the following orientation of released molecules. 
Moreover, the relaxation time is determined by 
duration of cluster existence. The chain lengths don’t 
practically differ on ones existing in pure state at big 
concentrations of n – butyl alcohol. The insignificancy 
of τ1 change proves this fact. Along with monomer 
molecules of n – butyl alcohol, the chlorbenzene 
molecules weakening the hydrogen bond are situated 
between chains. This leads to more rapid τ1 decrease.    

The strong decrease concentration of free 
hydroxyls in the system is the evidence of another 
proton-acceptor behavior of the solvent that is 
expressed in the apparent absence of additive 
absorption contribution observed in n – butyl alcohol at 
micro-waves [8]. One can suppose that complexes of n 
– butyl alcohol – chlorbenzene will take part in low-
frequency absorption. Such possibility is confirmed by 
the almost threefold decrease of critical frequency 
corresponding to monomer relaxation of n – butyl 
alcohol at transition from pure liquid into diluted 
benzene solution [9].     

The absorption below liquidus line is presented by 
one region which is mainly related to n – butyl alcohol. 
The relaxation is characterized by asymmetric (х = 
0,270 and 0,526) and (х = 0,769) symmetric 
distributions and is described by equations [2, 10]:  

𝜀𝜀∗ − 𝜀𝜀∞ = 𝜀𝜀0−𝜀𝜀∞
(1+𝑖𝑖𝑖𝑖𝑖𝑖)𝛽𝛽

,    0 < 𝛽𝛽 < 1,     (5) 

𝜀𝜀∗ − 𝜀𝜀∞ = 𝜀𝜀0−𝜀𝜀∞
[1+(𝑖𝑖𝑖𝑖𝑖𝑖)1−𝛼𝛼]

,     0 < 𝛼𝛼 < 1,      (6)  

where  𝛽𝛽 and 𝛼𝛼 are distribution parameters. 

The change character of relaxation parameters at 
transition through the liquidus line has many common 
details with the behavior of bromobenzene – benzene 
system where the jump of relaxation time τ and increase 
of U activation energy value are observed. 
Considerably, that in both systems the relative increase 
of relaxing component part in liquid solutions with 
temperature decrease doesn’t correspond to bigger time 
increase. The high dormancy of relaxation process is 
caused by the presence of one of the components in 
solid state. The dispersion asymmetry is the 
consequence of clusterization processes [11].    

In terms of this model the asymmetric distribution 
should observe in that case if the diffusion time is equal 
to or bigger than dielectric rotation time. According to 
this system, this means that the duration of existence of 
hydrogen-bounded chains is big one and molecules 
relax without chain dissociation.  

CONCLUSION 

The samples enriched by the alcohol are easily 
cooled and frozen in the glass form at transition to the 
temperature regions below solidus. The samples 
rapidly cooled up to liquid nitrogen temperature (~ 1 
grad/min), the heating leads to the devitrification and 
reconstruction of supercooled state. The spontaneous 
crystallization takes place at temperatures ~ – 120°С 
that is proved by ε' jump decrease up to value which is 
less than ε' of glass and ε' jump increase in melting 
point.  
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The measurement results of dielectric constant ε' and absorption coefficient ε"obtained for concentrated solutions 
chlorbenzene-benzene, chlorbenzene-n-hexane at wave lengths λ = 12,80 and λ = 3,26 cm at temperature 20°С are given in the 
article. The static dielectric constant is obtained at frequency 1MHz.The obtained experimental values ε',ε" and ε0 of 
investigated systems in (ε',ε'') plane locate on the semi-circle the center of which is on ε' axis. In this case the high-frequency 
limit value of ε∞ dielectric coefficient exceeds the corresponding n2 refraction index square. The macroscopic and molecular 
relaxation times are calculated on the base of experimental data.         

Keywords: dielectric spectroscopy, dielectric relaxation, dielectric properties of chlorbenzene-benzene, chlorbenzene-n-
hexane solutions.  
PACS:  61.20. –  p;  77.22. –  d;  77.22.Gm;  

INTRODUCTION 

The increased values of dielectric relaxation times 
in comparison with their values in diluted solutions are 
usually observed in pure dipole liquids. If in the first 
case the relaxation process is the cooperative one, then 
the relaxation time characterizes the separate molecule 
in diluted solutions. In this connection the investigation 
of dielectric relaxation dependence on polar molecule 
concentration is of great interest.    

On the example of carried out double system 
investigations one can confirm that the concentration 
dependence of τ relaxation time ratio to η viscosity can 
be used for the evaluation of clusterization degree of 
polar molecules [1]. As a result, one can define the 
special relaxation mechanism in the case of 
concentration solutions of some cyclohexane 
derivatives in nonpolar solvents [2]. 

In some works, [3 – 5] the explanation of 
dielectric properties of some systems in micro-wave 
range on the base of perception on concentration 
fluctuation, is given.      

In present work the investigation results of 
dielectric relaxation of chlorbenzene-benzene, 
chlorbenzene-n-hexane in microwave range are 
presented. The data of dielectric relaxation is expanded 
on the region of investigated concentration solutions.    

The dielectric constant ε' and absorption 
coefficient ε" of double systems chlorbenzene-benzene, 
chlorbenzene-n-hexane in total concentration interval 
are measured at wave lengths λ = 12,80 and λ = 3,26 
cm at temperature 20°С. Besides, the static dielectric 
constant of these systems in total concentration interval 
at frequency 1MHz and temperature 20°С is measured. 

EXPERIMENT TECHNIQUE 

The data at λ = 12,80 cm are obtained by the 
method described in [6]. In the comparison with the 
known method Roberts-Hippel [7] consisting in 
measurement of input impedance of short-circuit 
transmission line filled by investigated dielectric, in the 
given method the transformation of this impedance on 

measuring line input is carried out in such way that the 
optimal measurement conditions in the case of strongly 
absorbing substances are formed. The deviations from 
average values are 1% for ε' and 3% for ε".    

The method [8] which leads to measurement of 
standing-wave factor dependence on height of liquid 
column short-circuit waveguide is applied at 
wavelength λ =3,26 cm. The deviations from average 
values don’t exceed 1% for ε' and 2% for ε".        

The measurements at frequency 1MHz are carried 
out on Q-meter. The deviations from average values are 
less than 1%.   

RESULTS AND THEIR DISCUSSION 

The measurement results of ε' dielectric constant, 
ε" absorption coefficient and static dielectric constant 
ε0 for the studied systems are given in tables 1,2. 
Further, there are values of τМ macroscopic and τµ 
molecular relaxation times. The polar component 
concentration in mole percent is designated by x.   

τм calculation is carried out on the following 
formulas: 

𝜏𝜏𝑀𝑀 =  1
𝜔𝜔

𝜀𝜀"
ε′− ε∞

  (1) 

𝜏𝜏𝑀𝑀 =  1
𝜔𝜔

ε0 − ε′
𝜀𝜀"

  (2) 

where ω is circular frequency of applied field. 
𝜏𝜏𝑀𝑀values, obtained by above mentioned two 

formulas, well agree in 3 – 5% limits and only in 
several cases at very small difference ε0 – ε,' the values 
defined by (2) more deviate from average values. 
That’s why one can suppose that the values of high-
frequency dielectric constant ε∞ given in tables 1,2 are 
real ones. Note that ε∞ value in all cases for the pure 
polar component exceeds the corresponding n2 

refraction index square. The difference ε∞ – n2 
monotonously decreases as far as dilution of solution. 
These results well agree with data of [9] in which the 
analogous phenomena in solutions of halogenated 
benzene are observed. The supposition on presence of 
additional absorbing region of resonance character at 
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more high frequencies is made on the base of these data. 
Such proposition is enough proved only in the case of 
overlapping of bigger frequency interval and first of all 

of the submillimeter range. The low-temperature 
measurements can be the additional information 
source.   

  Table 1 
chlorbenzene-benzene 

х ε0 ε∞ 
λ=12,80 cm λ=3,26 cm 

τМ ·1011sec τµ ·1011 sec 
ε' ε" ε' ε" 

0,000 2,28 2,28 2,28 – 2,28 – 0,87 0,87 
0,179 3,07 2,34 3,06 0,10 2,90 0,31 0,95 0,88 
0,368 3,84 2,40 3,81 0,22 3,45 0,64 1,05 0,92 
0,567 4,60 2,46 4,54 0,35 3,97 0,98 1,14 0,96 
0,778 5,20 2,52 5,12 0,45 4,34 1,25 1,19 0,99 
1,000 5,70 2,58 5,60 0,54 4,63 1,47 1,25 1.02 

Table 2 
chlorbenzene-n-hexane 

х ε0 ε∞ 
λ=12,80 cm λ=3,26 cm 

τМ ·1011sec τµ ·1011 sec 
ε' ε" ε' ε" 

0,000 1,89 1,89 1,89 – 1,89 – 0,60 0,60 
0,243 2,63 2,03 2,62 0,06 2,57 0,21 0,68 0,63 
0,461 3,40 2,16 3,38 0,14 3,20 0,46 0,77 0,68 
0,658 4,15 2,31 4,12 0,24 3,76 0,77 0,88 0,75 
0,837 4,92 2,44 4,86 0,38 4,24 1,11 1,07 0,89 
1,000 5,70 2,58 5,60 0,54 4,63 1,47 1,25 1.02 

Table 3 
system γ 

on formula (3) 
γ 

on formula (4) 
γ 

on formula (5) 
chlorbenzene-benzene 1.17 1.17 1.17 
chlorbenzene-n-hexane 0,83 1,67 1,23 

The molecule orientation is lightened at solution 
dilution. The transition from τМ to τµ leads to the 
insignificant quantitative changes. It is known that the 
difference between τМ and τµ is in the fact that so-called 
“inner field” existing in pure dipole liquids 
significantly decreasing as far as dilution in nonpolar 
solvents, is taken under consideration at τМ definition. 
τµ = τМ can be accepted at infinite dilution.  

That’s why one can use τМ values in pure liquid 
and extrapolated ones to infinite dilution for finding of 
γ multiplier taking under consideration the inner field 
in pure polar liquid. We use the relation from [10]:      

γ =  τМ
τµ

=  τМ1  η2
τМ2η1

     (3) 

where η is liquid viscosity, index1 corresponds to 
pure liquid, index 2 corresponds to infinite dilution in 
nonpolar solvent.   

By other side, the theoretical expression for γ 
value has the following form:  

𝛾𝛾 =  ε0+ 2
ε∞+ 2

     (4) 

𝛾𝛾 =  3ε0
2ε0+ε∞ 

 (5) 

The results of corresponding calculations are given in 
table 3.   

From the table, it is followed that Debye 
expression for γ significantly deviates from 
experimental data. The comparably best agreement 
takes place at the use of formula (5) by which τµ values 
given in table 1,2.        

The divergences in n-hexane case are probably 
connected with the direct proportionality between 
relaxation time and viscosity. Indeed, if the viscosity of 
n-hexane in 2,5 times less than chlorbenzene one, then 
τµ changes only in 1,7 times. By other side, the benzene 
viscosity is less in 1,24 times than chlorbenzene one, 
whereas τµ decreases in 1,16 times. If we consider that 
extrapolation is associated with some error, then we 
should recognize the presence of proportionality 
between τ and η values in benzene solution. According 
to solution in n-hexane, then the molecule mobility is 
less than one can expect proceeding of viscosity 
changes. This is proved by the fact that double viscosity 
decrease is accompanied by 30% τµ decrease for 
chlorbenzene at transition from benzene to n-hexane. It 
is significant that the deviations from proportionalities 
between τ and η values are weak ones at significant 
concentrations of polar molecules.   
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CONCLUSION 

At wave lengths λ = 12,80 and λ = 3,26 cm and 
temperature 20°С the dielectric constant ε' and 
absorption coefficient ε" of double system 
chlorbenzene-benzene, chlorbenzene-n-hexane are 
measured.  

The values of macroscopic and molecular 
relaxation times are calculated on the base of 
experimental data. The possibility of existence of 
additional absorption region at more high frequencies 
is noted. The dependence of relaxation process on 
viscosity and also on sizes and forms of solvent 
molecules is investigated.   

________________________________________ 
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This paper studies absolute photoluminescence as well as the quantum yield of phosphors (YAG: Ce) used in the 
manufacture of LEDs. The interactions between light and phosphor samples with and without silicone dispersion were 
investigated, since the optical properties of luminescent materials have a great influence on the efficiency of LEDs. From the 
calculations of the reflected, absorbed and transmitted radiation in the phosphor, the quantum yield of the phosphor was 
evaluated.  
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INTRODUCTION 

Phosphor conversion is the most common method 
for achieving white light using single LED chips. 
Among the mainstream and most commonly used 
phosphors is the yellow YAG: Ce phosphor (known to 
have high quantum efficiency), which is usually 
pumped by a blue (450 nm) light energy source. This 
simple and effective method produces a white LED 
with a color rendering index of 70-80. It is known that 
only a limited number of phosphors can be used as 
conversion materials due to the many requirements for 
the realization of the spectrum conversion process. 
These phosphors should have wide enough excitation 
and emission spectra and energy conversion to provide 
the required CRI and quantum efficiency. Phosphors 
must also provide a high fluorescence quantum yield 
and high thermal stability. They are expected to have a 
small particle size and a uniform spherical morphology 
to reduce scattering, improve quantum efficiency, and 
be easily mixed in matrices of silicones, epoxies, and 
other resins. 

The precise characterization of phosphors used in 
LEDs for solid state lighting is important for 
understanding the extraction efficiency and light 
conversion in LED devices [1]. An accurate assessment 
of the photoluminescence (PL) efficiency of phosphors 
is a difficult task, mainly due to the difficulty of 
understanding the behavior of reflected and transmitted 
light (scattered and transmitted), as well as the need for 
accurate estimation of light losses in the optical range. 
When the light wave hits the silicone/phosphor layer, 
several things can occur. Light can reflect against the 
surface, be selectively absorbed by the phosphor, 
scattered by the phosphor particles (differently 
depending on the particle size), converted to different 
wavelengths, or transmit through the layer. That is why 
an accurate understanding and explanation of the 
processes describing the interaction of the particles of 
light with the phosphor is necessary [2,3]. The quantum 
yield of a luminescent material is defined as the ratio of 
the number of emitted photons and the number of 
photons absorbed by the irradiated sample; it 
characterizes the radiative transition in combination 

with the luminescence lifetime, the luminescence 
spectrum and the stability of the phosphor. 

Quantum yield is a criterion for the selection of 
luminescent materials used in solid state lighting 
devices. Knowledge of the quantum efficiency 
provides important feedback in the development of new 
synthesis methods for the various luminescent 
materials in research. Despite the importance of an 
accurate assessment of the quantum yield of 
luminescent materials, there are very few studies in the 
literature devoted to the study of its absolute values 
[4,5]. In these references, the photoluminescence 
quantum yield value for the yellow phosphor YAG: Ce 
is often quoted as being greater than 90%. 

The behavior of incident radiation interacting 
with samples of different absorption and diffusion 
properties cannot be thoroughly studied, since the 
reflected and transmitted light are not differentiated in 
the integrating sphere. Measuring the reflected and 
transmitted light separately will give more information 
about the interaction of light with the phosphor: the 
amount of reflected and transmitted converted light, the 
difference in the ratio of yellow and blue components 
between reflected and transmitted light. These effects 
are due to the physical properties of the phosphors 
(absorption, particle size and concentration). Thus, 
analyzing the properties of both reflected and 
transmitted light gives a deeper look at these 
phenomena, which is important for optimizing LEDs. 

EXPERIMENTAL PART 

To study the characteristics of the phosphor, an 
integrating sphere with a diameter of 30 cm was used. 
The setup is shown schematically on fig. 1. The sample 
was placed at the input slit on the wall of the sphere, so 
that one of the sides of the sample was facing the 
outside of the sphere. To register the photons reflected 
from the sample (blue and yellow), the source of 
exciting emission must illuminate the sample from the 
inside of the sphere, the reflection from which is 
measured by a spectrophotometer, optically connected 
to the sphere. For this purpose, an optical cable is 
inserted into the sphere, which has an optically non-
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absorbing coating, the exciting radiation of which is 
concentrated on the sample. To register the photons 
transmitted through the sample, the sample should be 
illuminated from outside of the sphere, with the light 
scattered and emitted by the phosphor being measured 
with a spectrophotometer. The integrating sphere and 
the applied measuring equipment used in the 
experiment were from Everfine (PMS-80 
Spectrophotocalorimeter). 

To determine the absolute values of the reflected 
and transmitted radiation for commercial phosphors, 
firstly, the power of the initial blue radiation was 
measured in the integrating sphere. The 
spectrophotometer measures the spectral flux 
distribution (W/nm), which allows the direct 
calculation of power values for individual wavelengths 
as well as reflected and transmitted components of total 
optical power. YAG:Ce phosphor with a peak emission 
wavelength of 550 nm dispersed in silicone epoxy at a 
concentration of 0.5 g/cm3 was used as a sample, and 
also the same phosphor compressed into a tablet 
without the epoxy. The density was maintained equal 
in both samples, so as to keep the same amount of 
phosphor across its thickness. The concentration of 
phosphor in the silicone was 10% because the density 

of the phosphor particles in a 10% sample (~9×104 
particles/mm3) is of the same order of magnitude as the 
density of the phosphor commonly found in LED 
packages.  

To evaluate the influence of the clear 
encapsulating material on the transmittance of the 
luminescent layer, the transmission properties of the 
silicone epoxy were measured on a linear optical bench. 
By placing the sample between the light source and the 
detector, the light emitted by the control LED was 
transmitted through the silicone layer and compared to 
a measurement of the emission from just the light 
source. Resulting data was obtained by subtracting 
these two data sets. 

RESULTS 

Figure 2 shows the emission spectra of the 
excitation source and the phosphor. An important 
requirement for the measurement of the quantum yield 
of the phosphor is that the excitation spectra of the 
pump source and the phosphor do not intersect. It can 
be seen that the emission spectra do not overlap, which 
makes it possible to calculate the energy distribution of 
the two spectra. 

Fig. 1. Schematic representation of an integrating sphere for measuring the properties of a phosphor. 

Fig. 2. Spectral distribution of the LED and phosphor. 
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YAG:Ce phosphor properties 
Table 1 

Emission Initial, W Reflected, W Transmitted, W Loss, % 

  Free phosphor 

Yellow 10 2.8 4.2 11 
Blue 0.6 1.3 

Dispersed phosphor 

Yellow 10 2.7 4.1 13 

Blue 0.6 1.3 

The measurement results shown in Table 1 
showed that 34% of the initial light energy is lost just 
as a result of reflection at the phosphor particles. 
Another 11% of the optical power is wasted on the non-
radiative absorption of blue photons by the phosphor. 
These losses are due to the Stokes shift and the quantum 
efficiency of the phosphor. As a result, the power of the 
initial irradiation not involved in the output emission is 
equal to: 

  Feloss=Fetotal-(Feref+Fetr)  (1) 

By converting the luminous power values into 
photon count values, the quantum yield of the phosphor 
can be calculated using the following expression [6]: 

𝜂𝜂𝑙𝑙 = 𝑁𝑁e
𝑁𝑁𝑏𝑏

= 𝑁𝑁e
𝑁𝑁𝑏𝑏
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−(𝑁𝑁𝑏𝑏

𝑟𝑟𝑟𝑟𝑟𝑟+𝑁𝑁𝑏𝑏
𝑡𝑡𝑡𝑡)

(2) 

where 𝑁𝑁e is the number of photons emitted by the 
phosphor, 𝑁𝑁𝑏𝑏 is the number of photons emitted by the 
blue LED, 𝑁𝑁𝑏𝑏

𝑟𝑟𝑟𝑟𝑟𝑟 and 𝑁𝑁𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡are the reflected and
transmitted blue photons, respectively. 

The quantum yield in case of the phosphor 
dispersed in silicone epoxy was 93.2% ± 0.5%, while 
the quantum yield of the free phosphor was 91.2% ± 
0.5%. Errors in quantum efficiency values were 
estimated by calculating the standard deviation from 
experimentally measured averaged quantum efficiency 
values from 10 different measurements. 

Emission transmission in the silicon epoxy was 
within the 99% range for visible wavelengths, although 
there will always be a small shift of this value in the 
380 nm to 780 nm range. Multiple reflections within 
the silicone layer result in only small transmission 
losses, which are wavelength dependent. This effect 
explains the shift in color coordinates to a slightly more 

reddish wavelength when the phosphor is mixed with 
transparent polymers or silicones.  

Considering all the above, it can be stated that the 
traditional method of dispersing phosphor particles in 
silicones is not ideal for efficient photon extraction. To 
fully extract the reflected photons, it would be 
necessary to redirect them back using a 100% reflector 
placed on the die substrate surface. However, this 
approach does not solve the problem of yellow 
reflected photons, which will not excite the phosphor 
even if redirected backward. In phosphor converted 
white LEDs, low efficiency to a certain extent is an 
inherent property of the phosphor, which can only be 
improved by increasing the quantum efficiency. 
However, the isotropic nature of the emission of the 
phosphor converted light leads to the fact that 
approximately half of the converted light must undergo 
multiple reflections between the phosphor layer and the 
LED chip on the substrate, which will also lead to a 
certain decrease in efficiency. 

CONCLUSION 

Thus, using the transmission method in the 
integrating sphere, the optical parameters of the 
YAG:Ce phosphor were measured, as a result, the 
factors influencing the optical characteristics of white 
LEDs associated with the phosphor were revealed. 
Accurate measurements of the absorption of the 
incident blue light, together with the absolute values of 
reflected and transmitted light, are valuable optical 
constants of the tested phosphor samples. The quantum 
yield values obtained in this paper are in good 
agreement with the values reported by other authors in 
literature. It was concluded that the method of mixing 
the phosphor with silicone epoxy results in an increase 
in the intensity of the outgoing light, which is 
associated with the refractive parameters of the light in 
the layer. 
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Interest in magnetic topological insulators is growing every day. Among topological insulators, MnBi2Te4 is considered 
more promising. Due to its antiferromagnetic properties, it can be used in spintronic and quantum electronics. The authors of 
this work were the first to grow a single-phase ingot of MnBi2Te4, refined the crystal structure, and examined the mutual 
solubility in the cationic sites of Mn and Bi. It is shown that such solubility is optional and depends on technological procedures. 
In addition to the seven-layer package characteristic of MnBi2Te4, a new site was also found to be partially present. 

Key words:  Topological insulator, phase transition, structure. 
PACS: 548.4 

1. INTRODUKTION

The integration of ferromagnetism in layered 
chalcogenide semiconductors with the properties of 
topological insulators (TI) and thermoelectric materials 
(TE) has attracted much attention in recent years. TI are 
insulators in bulk, but have metallic conductivity on the 
surface due to the presence of clearly defined 
topological surface states [1]. The charge carriers have 
spin polarization and are completely protected from 
defect scattering due to time reversal symmetry (SOW), 
which leads to almost non-dissipative currents. The 
aforementioned quantum effects occur in magnetic 
topological insulators (MTI), when a magnetic ion 
destroys and opens the energy gap in the surface state 
[2]. In the context of TI, the compounds MnBi2Se4 and 
MnBi2Te4 have recently been the cause of great 
research activity. The ferromagnetic seven-layer films 
of these compounds were grown by various authors 
either by molecular beam epitaxy alone or on the 
surface of a tetradymite-like TI [3], also by intercalation 
between five-layer TI packets [4-6], which are 
promising platforms for realizing quantized anomalous 
Hall effects [7,8], magnetoelectric effects [9-11] and 
the state of the axion insulator [12, 13]. MnBi2Te4 was 
described as the first antiferromagnetic TI [14,15], the 
observation of which can lead to such exotic 
phenomena as axion electrodynamics [16] and hinged 
Majorana modes [17]. Due to the growing MTI boom, 
detailed studies of ternary compounds in MTM-AV- 
Chalcogenide systems (MTM=magnetic transition 
metal 3d3-6; AV=Sb, Bi; Chalcogenide=Se, Te) are of 
significant interest in the context of chemical and 
structural modeling of new MTI and TE.  The great 
interest in these systems is due to the hope of obtaining 
a number of homologous compounds with controlled 
compositions and properties. It is known that several 
layered ternary phases are formed in the Mn-Bi-Te 
system [18]. The crystal structure of Bi2Te3, solved in 
the middle of the last century, is also layered and is 
characterized by the structural type of tetradymite [19, 
20].  The five-story packages (or slabs) of this structure 
are composed of five atomic layers: Te–Bi–Te–Bi–Te. 
The alternation of these packets along the c axis form 
Bi2Te3 (-5-5-5-) crystals. The addition of Mn atoms to 

the composition promotes the formation of seven-story 
layers of the type Te–Bi–Te–Mn–Te–Bi–Te. 
Accordingly, the crystal structure of MnBi2Te4 is 
formed by alternating similar layers along to the c axis 
(-7-7-7-). The crystal structure of MnBi2Te4 was solved 
by Korean scientists based on X-ray powder data [21]. 
However, obtaining high-quality crystals of this 
compound in monophasic form is not an easy task. 
Usually the x-ray analysis of the ingots obtained by 
melting the elements taken in the ratios corresponding 
to MnBi2Te4 showed that the final product consists of a 
mixture of several phases. Studies have shown that 
these phases correspond to compounds of the mixed 
layer type, which are formed from five and seven layer 
slabs in different ratios. Therefore, it was necessary to 
study the phase formation in the Mn-Bi-Te system. For 
this purpose, in our previous work [18], we carried out 
syntheses in various stoichiometric ratios in the range 
Bi2Te3-MnBi2Te4 and refined the crystal structures of 
the homologous phases MnBi2Te4, MnBi4Te7 and 
MnBi6Te10 by the Rietveld method. In all cases, the 
morphological characteristics of the obtained crystals 
indicate their belonging to the layered structures of the 
Van der Waals type. Numerous articles published in 
recent years on Mn-containing TIs show that not many 
still manage to isolate single-phase pieces of at least a 
few millimeters in size [22, 23]. Also, the quality of 
crystals grown by the Bridgman method did not 
correspond to obtaining high quality single-crystal 
diffraction data. As noted above, the magnetic 
properties of MnBi2Te4 are currently widely studied 
both experimentally and theoretically. Correlation 
between these results requires more accurate structural 
data. One of these parameters is the interchange of 
metal atoms Mn and Bi, which is necessary for an 
accurate assessment of magnetic properties, for 
example, phase transitions of the paramagnetic–
antiferromagnetic type. However, in the 
aforementioned work [21], the degree of mutual 
solubility in cationic positions was not determined, but 
it was considered that they were occupied by one type 
of atoms. In fact, for various reasons, they can partially 
deal with other atoms involved in synthesis. Such 
reasons may be the proximity of atomic or ionic radii, 
the presence of free positions in the structure, better 
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satisfaction of local valence balances (LVB), etc. There 
are similar reasons in the structure of the tetradymite 
type. For example, in the Bi2Te3 structure, Bi atoms are 
noticeably shifted from the center of the octahedrons. 

Apparently, the main reason for this shifting is an 
improvement in LVB values. In the idealized structure 
of Bi2Te3, the LBV value for tellurium atoms in the 
central layer is 3 electrons, and for the outer layers of 
blocks, 1.5e. The shifting of Bi atoms towards Te atoms 
in the outer layers reduces this large difference in real 
structures. In seven-layer packets, the presence of more 
divalent Mn+2 atoms provide additional opportunities 
for improving TWT. In this case, the substitution of 
some of the Bi+3 atoms by the Mn+2 atoms lead to a 
similar result. 

In recently published papers [18, 24], this issue 
was discussed. The authors show that such a cationic 
substitution does exist. They experimentally 
established that the central cationic layer of the seven-
story package of MnBi2Te4 is populated with 85% Mn 
+ 15% Bi atoms, and in the other cationic layer 10% of 
Bi atoms are replaced by Mn atoms. Nevertheless, it is 
still impossible to say that the noted values of mutual 
solubility are optimal for 7-storey blocks, or does it 
depend on the technological conditions of synthesis? 
Therefore, it is impossible to consider the issue of 
solubility in cationic positions solved, and obtaining 
new data on the basis of various samples is necessary. 

2. THE EXPERIMENTAL PART
2.1. Material preparation 

First, the binary compounds MnTe and Bi2Te3 
were synthesized from bismuth, manganese, and 
tellurium elements (all 99.999 wt%) purchased from 
Alfa Aesar. The synthesis was carried out in sealed 
quartz ampoules by melting elements taken in 
stoichiometric ratios at 1180 and 630°C, respectively. 
Avoid to the reaction of manganese with silicon dioxide 
during melting, the inner wall of the ampoule was 
previously coated with graphite by thermal 
decomposition of acetone in a medium with a low 
oxygen content. And MnBi2Te4 was synthesized from 
previously prepared MnTe and Bi2Te3 by direct melting 
at 980°C for 8 hours. After that, polycrystalline alloy 
samples were pulverized, pressed into tablets, and 
annealed at 575°C for 750 hours. As a result, a single-
phase polycrystalline MnBi2Te4 was obtained. 

2.2. Refinement of the crystal structure of 
 MnBi2Te4 

The crystal structure was refined by the Rietveld 
method based on X-ray powder diffraction data 
obtained on a “D2 Phaser” diffractometer, and all 
calculations were performed using the Topas 4.2 
software (Bruker, Germany). The results obtained are 
shown in tables 1-3 and in fig. 1-3.  

Fig. 1. Experimental, calculated by Rietveld (almost identical upper profiles of blue and red) and difference diffraction 
   profiles (below) of MnBi2Te4 crystals.
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Fig. 2. Crystal structures of MnBi2Te4: projection of the structure onto the (100) plane. Interlayer tetrahedral position 
   highlighted in yellow 

Fig 3. The position of difference flourier picks in F-map 

        Table 1. 
 Crystallographic data of the crystal structure of MnBi2Te4 

        Table 2. 
Refined coordinates of atomic positions and inter-atomic distances of MnBi2Te4 crystals. 

Site Np X Y Z Atom Occ Beq 
Mn 3 0 0 0 Mn+2 1.02(3) 0.5 
Bi 6 0 0 0.4230(2) Bi+3 0.98(2) 0.5 

Te (1) 6 0 0 0.1344(2) Te 1 0.5 
Te (2) 6 0 0 0.2924(3) Te 1 0.5 

Interatomic distances: (Å) 
Mn – Te (2) 3.010(8) 
Bi    – Te (1) 3.101(9) 
Bi    – Te (2) 3.199(10) 

Characteristic Value 

M (q/моl) 
Z 

Syngonia 
Prost. Group (No.) 

Radiation 
2θ interval (°) 
R-Bragg (%) 

Cell Parameters: 
a (Å) 
c (Å) 

Cell Volume ( Å3) 
X-ray density (g / sm3) 

983.298 
3 

Trigonal 
R-3m (166) 

Cu-Kα1 (λ =1.540596 Å) 
5 ≤ 2 θ ≤ 100 

1.542 

4.3304(1) 
40.956(2) 
664.87(2) 

7.32(5) 
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         Table 3. 
Refined coordinates of atomic positions and inter-atomic distances of MnBi2Te4 crystals, taking into 

account the occupation of the inter-slab’s tetrahedral positions. 

Site Np X Y Z Atom Occ Beq 
Mn 3 0 0 0 Mn+2 0.878(46) 1 

    Bi 6 0 0 0.4228(3) Bi+3 0.942(32) 1 
 Te(1) 6 0 0 0.1348(3) Te 1 1 
 Te(2) 6 0 0 0.2923(4) Te 1 1 
Mn* 6 0 0 0.804(10) Mn+3 0.058(32) 1 

   Bi* 3 0 0 0 Bi+3 0.122(46) 1 
Interatomic distances: (Å) 

Mn – Te(2) 3.012(8) x 6 
Bi    – Te(1) 

– Te(2)
3.115(9) x 3 

3.192(12) x 3 

Mn* – Te(1) 
– Te(2)

2.490 
2.502 x 3 

The obtained diffraction pattern is uniquely 
indexed with the parameters of the rhombohedral cell 
of MnBi2Te4. On the other hand, the presence or 
absence of other homologous compounds (MnBi4Te7, 
MnBi6Te10, ...) in the sample is very easily determined 
by the 00l type reflections using powder diffraction 
pattern. The fact is that a small value of the parameters 
a and b, as well as a multiply large value of c, always 
leads to the appearance of non-superimposed and 
sufficiently strong peaks of the 00l type in the initial 
region of the diffraction pattern (Cu, kα; 5°≤2θ ≤100°), 
which make it possible to unambiguously determine the 
phase sample composition. In the noted system, in 
addition to ternary homologous phases, binary 
compounds MnTe and MnTe2 can also form. However, 
a detailed examination of the diffraction image did not 
confirm the presence of these phases. Thus, the sample 
under study consists exclusively of MnBi2Te4 crystals 
and the results of structure refinement presented in 
table 2. It can be seen from this table that, within the 
error, no substitution at cation positions (Mn↔Bi)  is 
observed. 

3. RESULTS AND DISCUSSIONS

The atomic coordinates given in table 2 were used 
to calculate the difference Fourier synthesis. On the 

obtained Fourier map two peaks with a certain electron 
density were clearly seen. Both peaks are located in the 
inter-layer van der Waals space. The intensity of the 
first peak is several times stronger than the background 
level, while the second one is noticeably weak and 
should be ignored. In fig.3, these positions are indicated 
by numbers 1 and 2. Interestingly, peak-1 is tetrahedral 
surrounded by tellurium atoms. Previously, such a 
partial filling of the van der Waals space between 
blocks was established in a tetradymite-like structure 
gamma-In2S3, stabilized by the addition of As or Sb 
[25]. Consequently, the formation of such tetrahedrons 
in the MnBi2Te4 structure looks quite possible. 
Therefore, we are inclined to believe that, in fact, a 
previously unobserved new cation position is formed in 
MnBi2Te4 crystals. The refinement of the structure with 
the addition of Mn atoms to this position corresponded 
to their approximately six percent occupation. These 
results are shown in table 3. 

Apparently, the occupancy factors of cationic 
positions depend on the technological process and, to a 
certain extent, can be used to control the properties of 
these materials. Thus, new syntheses and further  
research on this issue are still needed. 

______________________________ 
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Polarization investigations have shown that the influence of inhibitors containing inorganic oxidants and monoethanolamide reduce 
the corrosion rate of steel, which clearly testify about the slowdown of the cathodic process, the restoration of molecular oxygen and the 
anodic metal ionization reaction. Confirmation of this is the fact, that the developed mixtures are functioning as inhibitors of mixed type. 

Keywords: polarization, inhibitor, cathodic and anodic processes, ionization, synergetic effect. 
PACS: 61.50.−f, 61.82.Fk, 68.47.Fg, 72.20.−i 

1. INTRODUCTION

In the manufacture of samples from ingots of crystals 
of Bi0.5Sb1.5Te3 solid solution, widely used in various 
thermocouples, by the methods of mechanical or 
electroerosive cutting on their cut surface a disturbed layer 
appears, which differs from the crystal in composition and 
structure [1]. Such disturbed layers will differ in electrical 
properties from the sample. Therefore, the electrical 
parameters of the samples, their interfaces with metal alloys 
and electronic converters based on them will be determined 
by the parameters of the surface layer. In order to identify the 
regularities and mechanism of the effect of the disturbed 
surface layer on the electrical properties of samples of 
Bi0.5Sb1.5Te3  solid solution and the interfaces between them, 
we studied the effect of surface treatment of samples cut 
from Bi0.5Sb1.5Te3 crystal ingots on their surface 
conductivity, bulk electrical conductivity σ, thermo-e.m.f. α 
and Hall RH coefficients, as well as on the electrical and 
adhesive properties of the contacts of structures (Bi-Sn) - 
Bi0.5Sb1.5Te3 in the temperature range of  77-300 K. 

2. EXPERIMENTAL METHODS

The compositions were synthesized by direct fusion of 
the initial components of the Bi-000 brand bismuth, the Sb-
000 brand antimony, the T-hP grade tellurium (99,999) 
(additionally purified from impurities by the zone melting 
method). Crystal ingots were grown from the synthesized 
composition by directional crystallization. 

Samples for research in the form of rectangular 
parallelepipeds with dimensions of 12x6x3 mm3 were cut out 
of crystalline ingots on an electroerosive cutting installation. 
The measurements of these parameters were carried out on 
samples immediately after they were cut from ingots and on 
the same samples after processing their side and end surfaces 
by electrochemical etching in a special installation in a 
solution of KOH + C4H4O6 + H2O (taken in a certain ratio) 
at ~ 25-30 0С for 40 seconds. The interfaces (mutual 
diffusion of components, thickness and composition of the 

formed intermediate phases) of the solid solution crystals 
with the indicated contact alloys were studied by local X-ray 
spectral microanalysis using a Cameca-Ms-46 
microanalyzer. Metam-RIM microscope was also used with 
a magnification of 500 times. The depth of the disturbed 
layer on the cut surface of the crystal samples was estimated 
from the dependence of the etching rate on time, and the 
nature of the structure of the damaged layer was studied by 
X-ray diffraction. The adhesive strength was determined by 
the avulsion method [2], the adhesion work of Aa calculated 
from the measured surface tension σs (according to the 
method [3]) and the limiting wetting angle (according to the 
“lying drop” method [4]) according to the formula Аa= σs 
(1+сos θ). 

The electrical parameters of the crystals and contacts of 
the samples were measured by the probe method [5], and the 
surface conductivity σs was measured by the wedge method 
[6]. 

The current-voltage characteristics of the structures 
indicated that contacts were ohmic in all cases. 

3. EXPERIMENTAL RESULTS AND
DISCUSSIONS

The data obtained are presented in figures 1-3 and in 
the table. 

It can be seen that the temperature dependence of the 
surface conductivity σs of untreated samples of Bi0.5Sb1.5Te3 
crystals is quite complex and very different from those for 
the processed samples (Fig. 1). After surface treatment by 
electrochemical etching σs decreases several times over the 
entire temperature range and becomes almost independent of 
temperature. These data suggest that the specific temperature 
dependence of σs in untreated samples is due to the surface 
layer that occurs when cutting samples from ingots. It should 
be noted that the temperature dependence σs of the samples 
in all cases is reversible, i.e. the observed features of σs are 
due to electronic processes in the surface layer of the cut of 
the Bi0.5Sb1.5Te3 sample. 
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Table 
Dependence of surface tension σs (mJ/mm2), limiting contact angle θ (deg), adhesion work Aa (mJ/m2), contact resistance rk 
(10-5 Ω⋅cm2) of an alloy  mass.%: 57 Bi + 43 Sn with a crystal (Bi0.5Sb1.5Te3) as a result of changes in surface conductivity 
σ/σs0, bulk conductivity σ/σ0, Hall RH / RH0 and thermo-e.m.f. coefficients α/α0  during electrochemical processing of the 

crystal surface. 

Т,К σs θ Аа rk,
300К 

σ/σs0 σ/σ0 RH/RH0 α/α0 
77К 300

К 
77К 300К 77К 300К 77К 300К 

413 409 60 463 
433 409 12 809 
453 413 11 816 0,70 7,10 0,80 1,12 1,33 1,01 1,06 0,94 0,95 
473 413 11 817 
493 414 11 820 
513 415 11 823 

Fig. 1. Temperature dependence of the surface conductivity of 
   Bi0.5Sb1.5Te3 samples    before (1) and after (2) treatment. 

It follows from Fig. 2 that the surface treatment of the 
samples does not change the character of the temperature 
dependences of σ, α, RH for Bi0.5Sb1.5Te3 crystals. However, 
the numerical values of these parameters after processing 
undergo certain changes. Due to the fact that the disturbed 
surface of the crystal has a higher surface conductivity than 

σs than the treated surface, it can lead to shunting (shorting) 
of the ends of the sample, i.e. an increase in σ measured 
before treatment and a decrease in α and RH. 

The structure and depth of the disturbed layer arising 
on the surface of the Bi0.5Sb1.5Te3 sample in the process of 
electroerosion cutting are investigated. The depth of the 
disturbed layer was estimated from the time dependence of 
the rate of electrochemical etching in a KOH + C4H4O6 + 
H2O solution. The nature of the structure of the disturbed 
layer was studied by X-ray diffraction when shooting a fixed 
sample for reflection to the RKSO camera, in the radiation 
of a tube with a copper anticathode; the depth of the semi-
absorbing layer is ~ 15 μm. 

The experiments showed that during electroerosive 
cutting of crystals of the Bi0.5Sb1.5Te3 solid solution into 
samples a disturbed layer ~ 40 μm thick appears on the 
surface of the cut. This disturbed layer consists mainly of two 
sublayers with different compositions: a sublayer formed by 
melting and partial combustion of a semiconductor material 
during cutting and quenching of the liquid phase, which is 
heavily contaminated with the products of the electrode and 
the dielectric medium, and the sublayer which is formed due 
to deformation of the surface of the sample at cutting, leading 
to fragmentation of crystallites, bending of atomic planes and 
the formation of polycrystalline areas on the surface of the 
single crystal. 

Fig. 2. Temperature dependence of the electrical conductivity σ α, thermo-e.m.f. α and Hall RH coe_cients of Bi0:5Sb1:5Te3 samples 
before (1; 2; 3) and after (10; 20; 30) treatment of their surface. 
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The table presents data on the dependences of the 
surface tension coefficient σs, limiting contact angle θ, 
adhesion work Aa, and contact resistance rk at the contact 
alloy-Bi0.5Sb1.5Te3 interface on preliminary processing of the 
crystal surface and temperature. 

It can be seen that the contact angle θ decreases rapidly 
with increasing temperature and at temperatures 20–40 
degrees higher than the melting temperature of the contact 
material is almost independent of temperature. With 
increasing temperature the work of adhesion also increases. 

Fig. 3.  Distribution curves of   Bi0.5Sb1.5Te3 crystal components 
       and the contact material in the crystal-contact material-   

            crystal structure.  

The measured adhesive strength of Bi0.5Sb1.5Te3 
contacts with the alloy at ~ 300 K was ~ 73 kg/cm2. 

When creating contacts to Bi0.5Sb1.5Te3 crystal by the 
tinning method, contact alloy simultaneously dissolves the 
crystal in the contact material melt, diffusion the ingredients 
of the contact material melt into the near-contact region of 
the crystal, and reactions leading to the formation of new 
intermediate phases at the interface. 

Figure 3 shows a characteristic diagram illustrating 
changes in the distribution of the constituent elements of the 
crystal matrix (Bi0.5Sb1.5Te3) - Bi-Sb-Te and contact material 
(Bi-Sn) at the interface Bi0.5Sb1.5Te3 - contact material - 
Bi0.5Sb1.5Te3. 

It is seen that the concentration of the elements that 
make up the crystal and the contact alloy at the interface 
changes quite sharply. At the interface SnTe interlayers of 
5–7 μm thick are formed. In this case the tin atoms that make 
up the contact material are mainly localized in the end parts 
of the initial contact layer,i.e. at the crystal-contact material 
interface, and the bismuth atoms are localized closer to the 
central part of the contact layer. 

Microscopic studies have shown that at the crystal-
contact material junction boundary a band is observed that 
clearly stands out in color against the background of the bulk 
of the contact material. The intermediate phases formed have 
different electrical and adhesive parameters which determine 
the electrical and adhesive properties of the interface of 
Bi0.5Sb1.5Te3 crystals with the considered contact alloy. 

4. CONCLUSION
It was found that during electroerosive cutting of single

crystals of Bi0.5Sb1.5Te3 solid solution single crystals into 
samples, a layer with disturbed composition and structure up 
to 40 μm thick appears on the surface of the cut. Disturbance 
of the surface substantially changes the electrical properties 
of the surface, volume, and interface between the crystal and 
the contact alloy. When the contact alloy crystals are applied 
to the ends of the samples, mutual diffusion and chemical 
interaction of the ingredients of the contact material and the 
crystal occurs, as a result of which an intermediate phase of 
the SnTe type is formed, which affects the electrical and 
adhesive properties of the interface. A correlation is 
observed between the parameters rk and θ, Аа of the contacts. 

____________________________________ 
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MAGNETIC INTERACTION OF "EXCESS" CATIONS Cu + 2 AND Fe + 2 IN THE 2D-
PLANE IN A SINGLE CRYSTAL Cu1.04Fe1.12Te1.84 
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This paper presents the results of measurements of the temperature dependence of the magnetic susceptibility and 
magnetization (in a magnetic field up to H=50kOe) of single crystals of the non-stoichiometric chalcopyrite type 
Cu1.04Fe1.12Te1.84 (~Cu1.13Fe1.22Te2) in the temperature range 2≤ T≤400K. The measurement results indicate the presence of 
“clusters” (Cu – Te –Fe =Te) of an antiferromagnetik nature of the interaction, as well as “excess” of Cu+2 and Fe+2 cations in 
the 2D plane behaving like nanoparticles. The effective magnetic moment of iron atoms Meff >1.3μB at H≤ 1000Oe and  at 1.0 
≤ H≤50 kOe Meff >2.0μB. 

In the isotherms of magnetization (hysteresis) M(H) at temperatures of 2, 4, 100 and 300K, residual magnetizations are 
observed, which are associated with frustration of magnetic interactions during the formation of a disordered magnetic structure 
of iron and copper. Antiferromagnetically located "clusters" at TN=65K transform into a paramagnetic state, which coincides 
with the spin-glass state at Tg =65K (Tg is the freezing temperature). These results are in good agreement with the Mossbauer 
spectra of CuFeTe2. 

Keywords: magnetic susceptibility, frustration, spin-glass state, magnetization isotherm. 
PACS: 75.30.-m, 76.80.+y, 76.60Jx, 75.50.-y 

1. INTRODUCTION

The strong temperature dependence of the 
isomeric shift of excess iron [1, 2], which appears as an 
intermediate hyperfine field, is an indicator that the 
electron density between Fe-Te (CFT, Fe1+xTe) layers 
evolves significantly with increasing temperature of the 
two-dimensional nature of the material at low 
temperatures. 

The embedded iron has a relatively large localized 
magnetic moment, at least for the region with the 
highest hyperfine field. These moments are almost 
randomly distributed over the interstitial sites of the sub 
lattice. Therefore, they strongly interact with electrons 
capable of forming Cooper pairs and preventing the 
onset of superconductivity. To obtain a 
superconducting material, it is necessary to remove this 
iron from the interstitial regions [1, 2]. 

 Like the HTSC families of cuprites and 
ferropniptides, the terminal compound CFT and 
Fe1+yTe is magnetically ordered and undergoes 
structural distortion, which lowers the high-
temperature tetragonal symmetry of the lattice. The 
physics of these low-temperature phases and their 
relationship with superconductivity is of great interest 
and has been the subject of intense research [1, 2-7]. 
Two general trends in phase diagrams were established: 

 (1) if there is no first-order magneto structural 
transition, then the lattice distortion usually occurs at 
higher temperatures (Ts-structural transition) than 
magnetic ordering (TN), Ts, or TN and 

 (2) both Ts and TN decrease with chemical 
substitution, so that both kinds tend to disappear as the 
superconducting state develops. 

While this observation suggests an inextricable 
relationship between magnetic ordering, lattice 
distortion and superconductivity [1, 2]. Further studies 
of Fe-containing chalcogenide compounds are of 
interest. In this work, we present the results of magnetic 

studies carried out to determine the magnetic state of a 
compound of nonstoichiometric chalcopyrite of the 
Cu1.04Fe1.12Te1.84 (CFT) type and “excess” of Cu+2 and 
Fe+2 cations in the 2D plane. 

Note that a lot of works [2-14, 16, 18] are devoted 
to growing single crystals, studying the crystal 
structure, and measuring magnetic, electrical and other 
physical characteristics of nonstoichiometric 
chalcopyrite type CuFeTe2. 

The above compounds are characterized by the 
presence of different positions of magnetic ions, which 
introduces disorder into their magnetic subsystem and, 
as a consequence, leads to frustration of magnetic 
interactions during the formation of a disordered 
magnetic structure. And the excess of Cu+2 and Fe+2 

atoms are located in the 2c 'position with coordinates 
(0, 0, 0.715) and (0, 0.5, 0.715), respectively [4]. The 
valence of cations at this position significantly affects 
the type of phase transitions (magnetic, spin-glass, and 
structural). 

Polycrystals Cu1.04Fe1.12Te1.84 were synthesized by 
alloying initial high-purity elements (Cu, Fe, Te) in 
quartz ampoules evacuated to 10-3Pa, and their single 
crystals were grown by the Bridgman-Stockbarger 
method [4, 5, 14, 16]. The studied CFT single crystals 
crystallize in a tetragonal system with cell periods: 
a=3.97; c=6.11Å, v=96.2991Å3, ρrent=6.63g/cm3, etc. 
P4/nmm, z=1, which is in full agreement with the data 
[7]. 

2. EXPERIMENT

We have studied the crystal structure and 
magnetic properties of Cu1.04Fe1.12Te1.84 (CFT) 
single crystals grown by the modified Bridgman 
method. Single crystals grown from a melt are is 
structural with Rikkardit - Cu4–xTe2 [15], with the only 
difference that in the sub tetragonal structure 
Cu1.04Fe1.12Te1.84 (CFT) both Cu and Fe metal atoms are 
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statically distributed in double crystallographic 
positions. Copper atoms are coordinated with 4Fe+4Te, 
forming a tetragonal prism. 4Cu+Fe+Te form a 
polyhedron in the form of empty octahedral (fig. 1). 

Taking into account that the minerals Cuprostybit 
-Cu2 (Sb, Te) and Rikkardit - Cu2-xTe [15] have similar 
unit cell parameters and such symmetries, it can be 
assumed that the crystallization of CuFeTe2 changes the 
valence of metals due to the lack of a part tellurium 
atoms (Te) and a composition with an excess of metal 
atoms is formed. This compound is converted to a 
tetragonal structure by CFT compounds. It was found 
that the Cu and Fe ions occupy a double position 2а: (0, 
0, 0), and two Te atoms are located in the 2c position 
with coordinates (0, 0.5, 0.28).  And the excess  of  Cu 
and Fe  atoms  are located in  the   2c 'position with 
coordinates (0, 0, 0.715)  and  (0, 0.5, 0.715), 
respectively [2, 6]. It was shown in [4, 18] that copper 
atoms are surrounded by eight (4Te+4Fe) atoms in the 
form of a tetragonal prism. Each such prismatic layer is 
located at a distance of ~3.0Å from the next analogous 
layers, which gives the structure a layered character and 
perfect cleavage. In other words, prismatic copper 
layers alternate parallel to the (001) plane of the crystal 
with empty prismatic layers. The chemical  bond  is 
found according  to the  scheme Cu +-Te2--Fe3+=Te2- as 
a "cluster", and the excess of 15% of Cu and Fe ions are 
randomly located in the voids of the lattice (Fig.1). It is 
known that a magnetic cluster exhibits fractal 
properties with increasing temperature. The presence of 
nonmagnetic tellurium atoms in the system leads to 
loosening of the structure of the magnetic cluster (see 
fig.1). 

Fig. 1. Crystal structure CuFeTe2 

3. MAGNETIC SENSITIVITY.
METHODS FOR MEASURING MAGNETIC
PROPERTIES

The magnetic properties of the samples were 
studied using an MPMS-XL-5 SQUID magnetometer 

(MPMS-Magnetic Property Measurement System) 
from Quantum Design, the absolute sensitivity of 
which is ± 1•10–11G • cm3 at 0 Ge ≤ H ≤ 10kOe and ± 
5 • 10 –11 G • cm3 at 10 kOe <H ≤ 50kOe. 
        When studying magnets in a metastable state, 
methods of measuring the susceptibility are usually 
used when cooling without an external magnetic field 
(ZFC-zero field cooling) and during cooling in an 
external magnetic field (FC - field cooling) [16]. 

The magnetic susceptibility was measured in the 
temperature range 2–400K and the range of magnetic 
fields H up to 50kOe. To study the temperature 
dependence of the magnetic susceptibility, the samples 
were cooled in zero magnetic field (ZFC) to 2K. Then 
a magnetic field (FC) with a strength of 1000 Oe was 
turned on; this magnetic field was kept constant. 
Magnetic susceptibility was measured during 
temperature rise (ZFC). At the next stage, the samples 
were cooled again, but already at the value of the 
magnetic field set at the previous stage, while taking 
readings (FC). These measurements were repeated at 
magnetic field strengths of 10 and 20kOe. The field 
dependences of magnetization (hysteresis) were 
measured at temperatures of 2, 4, 100 and 400K in 
magnetic fields up to 50kOe. 

4. EXPERIMENTAL RESULTS

The temperature dependences of the magnetic 
susceptibility (χ) (1) and its inverse value (1/χ) (2) in a 
magnetic field Н=1.0kOe for single crystals parallel to 
the plane (001) Cu1.04Fe1.12Te1.84 in the temperature 
range 2-400K are shown in fig.2.  

Fig. 2. Magnetic susceptibility of a CFT single crystal 
  in χ  ZFC and χFC modes. The magnetic field     
 H=1000 Oe is applied parallel to the plane (001). 

Antiferromagnetically located "clusters" at 
TN=65K are transformed into a paramagnetic state. In 
the temperature dependence of the magnetic 
susceptibility χ(T) below Tg=65K, splitting is observed 
for the ZFC and FC regimes as in the spin-glass state. 
In spin glasses below a certain temperature Tg, the spin-
glass state (freezing point), a thermodynamic 
nonequilibrium metastable magnetic state arises, 
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characterized by a “frozen” spatial random distribution 
of the orientation of the spin magnetic moments. As can 
be seen from fig. 2, the course of the temperature 
dependences of the susceptibility in a weak magnetic 
field (Н=1.0kOe) reveals a divergence of the ZFC-FC 
curves in the  temperature range of 65-350K. These 
discrepancies in the temperature dependences χ(Т) and 
1/χ(Т) for ZFC and  FC(H=1.0kOe) and determination 
of the irreversibility temperature ТB for CFT single 
crystals ТB=360К into the blocked state are 
characteristic of super paramagnets. The different 
behavior of the χ(Т) ZFC and χ(Т) FC dependences 
upon cooling below the blocking temperature (Т≤TB) is 
one of the main signs that testify in favor of such a 
transition. To determine the magnetic characteristics of 
CFT single crystals in the temperature range above TB, 
the temperature dependences of the inverse 
paramagnetic susceptibility 1/χ(Т) were plotted in 
strong fields (up to Н=20kOe). As seen from fig. 3, the 
χ(Т) curves have a maximum at ТN=Tg=65K. Spin-
glass state, which is very sensitive to the magnitude of 
the magnetic field (the highest magnitude of the 
susceptibility is observed in the smallest magnetic field 
of the used fields, H=1.0kOe, and it decreases at 
H=20kOe).  

Fig. 3. The magnetic susceptibility of the CFT single  
  crystal in the χ ZFC and χFC modes, the   
  magnetic field is applied parallel to the (001) 
  plane: 1-10 and 2-20 kOe. 

This behavior of the susceptibility χ is typical for 
spin glasses and was observed by neutron diffraction in 
Fe1+δ–xCuxTe compounds [3]. The spin-glassy state is 
also supported by the fact that the low-temperature 
magnetization of the sample splits in the field  or 
without  it. In  the  intermediate region  (T≈65-360K), 
the contribution of the paramagnetic susceptibility 
decreases under the influence of superparamagnetik 
clusters of the ferrimagnitik type and charge carriers. In 
the temperature range above ТB>360K, the behavior of 
the susceptibility is mainly determined by free carriers 
and paramagnetic centers. The effective magnetic 
moments of paramagnetic clusters were calculated by 
linear approximation of the inverse susceptibility 
dependence for the paramagnetic temperature range. 
The estimation of the effective magnetic moment of 
iron ions in CFT from the results of studying the 
temperature dependences of the magnetic susceptibility 
10-2/χ=f(T) was carried out using the expression [15]: 

Meff = 2.83 (CM)1/2 μB , 
where, Meff is the effective magnetic moment, C is the 
Curie constant, M is the molar mass, μB is the value in 
the Bohr magneton. 

As can be seen from table 1, the paramagnetic 
susceptibility obeys the Curie-Weiss law, while the 
asymptotic Curie temperatures θp have a negative sign 
due to the predominance of antiferromagnetik 
interaction in clusters, which is consistent with 
Cu1.13Fe1.22Te2 [16]. This is also evidenced by the 
form of the temperature dependence of the inverse 
susceptibility, with  the convexity facing  upward.     1-
1.0, 2-10, and 3-20kOe for the CFT single crystal (fig. 
3) in the temperature range 2-400K.

   Fig. 4 a. Magnetic hysteresis of a CFT single 
 crystal in the (001) plane at temperatures: 
  1 - 2, 2 - 4, 3 - 100   and 4 -300K. 

Fig. 4b. Residual magnetization (M/H) in a CFT 
 single crystal in the (001) plane at    
 temperatures: 1-2, 2-4, 3-100 and 4-300K. 

Figures 4a and 4b show the isotherms (hysteresis) 
of magnetization (M) and the ratio of the isotherm of 
magnetization to the magnetic field M/H (remnant 
magnetization) of the CFT single crystal in the (001) 
plane at temperatures of 2, 4,100, and 300K. 

In [18], the temperature dependence Ср(Т) of 
Cu1.04Fe1.12Te1.84 was investigated in the temperature 
range 2-306K. As shown, the total heat capacity CFT is 
the sum of various contributions, which are complexly 
dependent on temperature. In the lower part of the 
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investigated temperature range, the heat capacity can be 
represented as: Ср(Т)=ΔСр+СD. Here, the first term is 
the contribution of various components ΔСр(Т) to the 
heat capacity, the second is the lattice (Debye) 
component of the heat capacity. 

5. CONCLUSION

In the CFT crystal structure (P/4nmm), the 
chemical   bond  along the  "c" axis  as  a   "cluster" 
Cu+-Te2--Fe3+=Te2- and eight such molecules create an 
antiferromagnetik interaction (see fig.5) [17].  

Fig. 5. The direction of the magnetic moments in the  
  CFT structure. 

According to the author [17], if the elementary 
crystallographic cell contains one magnetic ion, then 
the antiferromagnetik structure in the crystal will have 
an elementary magnetic cell that is larger than the 
crystallographic one. If there is more than one magnetic 
ion in an elementary crystallographic cell, then an 
alternative is possible for a magnetic cell: preserving 
the cell or increasing it. 

In this AFM magnetic structure, the direction of 
the magnetic moments is shown in fig. 5. In 
Cu1.04Fe1.12Te1.84, the magnetic and spin-glass phase 
transitions at the temperature ТN=Tg=65K coincide. In 
the (001) plane, the excess (15%) of Cu+2 and Fe+2 ions 
are statistically located randomly in the voids of the 
lattice (fig. 1). 

As shown in fig. 4b, these excess copper and iron 
interact ferrimagnetically and exhibit magnetism 
(ferron [3], antiferromagnetik [5, 9, 16], spin density 
waves (SDW) [1, 12, 14]) in copper-iron-telluride up to 
300K ... The excess component of the heat capacity 

ΔСр(Т), as it were, shows the magnetic contribution of 
excess cations to the heat capacity [20], repeating the 
temperature dependence М/Н(Т). 

It was determined that the paramagnetic state of 
the samples exists in the temperature range exceeding 
65K. When approximating the temperature 
dependences of the magnetic susceptibility in the high-
temperature region in accordance with the Curie-Weiss 
law, it was determined that the paramagnetic Curie 
temperatures of all studied compounds had a negative 
sign, which characterizes the possibility of 
antiferromagnetik interactions between "clusters" and 
ferrimagnitik orders between magneto active Cu+2 and 
Fe+2 (between layers). An analysis of the temperature 
dependences of the effective magnetic moments (M/H 
in fig. 4b) in the 65–350K range for the samples 
provided additional evidence of the manifestation of 
such an interaction in the form of an exchange 
enhancement of paramagnetic with decreasing 
temperature. The values of Meff, decreasing with 
increasing temperature, asymptotically approach 
constant values at temperatures exceeding 65K. 

As seen in fig. 2, (1 and 2), the behavior of the 
temperature dependences of the susceptibility in a weak 
magnetic field (H=1.0 kOe) reveals a divergence of  the 
ZFC - FC  curves  in the  temperature range  65-360K, 
and at 10 (3 and 4) and 20 kOe (5 and 6) match. 

 Table 1. 

H, kOe 1.0  10  20 
Мeff, µВ 1.3 2.12 2.22 
ƟP, K    -176 -204  -244 

Despite the existence of a single crystallographic 
structure, sp.gr. P4/nmm, z=1 for an excess of iron and 
copper in CuFeTe2 (CFT), at least three different types 
of these atoms are observed. This situation can arise 
due to the partial filling of the available intermediates 
in the structures of copper and iron and the possibility 
of some ordering of these atoms at the positions 
(P4/nmm). As shown in [1], with the highest magnetic 
hyperfine field, it probably contains almost isolated 
ions (Cu, Fe), that is, surrounded by vacancies at 
intermediate positions, which can be seen in fig. 4b. 
These results are in good agreement with the 
Mossbauer spectra of CuFeTe2. Any kind of 
arrangement on interstitial areas has a short-range 
order, since it is invisible by diffraction methods. 

The magnetism of excess iron, copper and spin 
density waves (SPW) are related. The excess of iron and 
copper indicates some contributions to the hyperfine 
field causing the SSW. While the irregularity of the VSP 
shape is due to the random distribution of interstitial 
iron. Both types of magnetism disappear at the same 
transition temperature (TN=Tg=65K). However, the 
available data cannot exclude some other exotic 
mechanisms of superconductivity. 

___________________________________________ 
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Within the framework of the Minimal Supersymmetric Standard Model, the 𝐻𝐻,ℎ,𝐴𝐴 and 𝐻𝐻± Higgs bosons decay channels 
into a pair of supersymmetric particles were studied: into a pair of chargino 𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝜒𝜒𝑖𝑖−𝜒𝜒𝑗𝑗+; a pair of neutralino 
𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝜒𝜒𝑖𝑖0𝜒𝜒𝑗𝑗0; in a pair of chargino - neutralino Н± ⇒ 𝜒𝜒𝑖𝑖

±𝜒𝜒𝑗𝑗0; into a pair of scalar fermions 𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝑓𝑓𝑖𝑖𝑓𝑓𝑗̅𝑗 , Н± ⇒ 𝑓𝑓𝑖𝑖𝑓𝑓𝑗̅𝑗′.
Analytical expressions for these decays widths are obtained, the degree of longitudinal polarizations of the chargino and 
neutralino and the dependence of the decay width on the Higgs boson mass are studied in detail. 

Keywords:  Standard Model, Minimal Supersymmetric Standard Model, Higgs boson, chargino, neutralino, decay width, 
sfermion. 
PACS: 14.80 Da, 14.80 Ly, 14.80 Nb. 

1. INTRODUCTION

The discovery of the Higgs boson 𝐻𝐻𝑆𝑆𝑆𝑆 with 
characteristics corresponding to the predictions of the 
Standard Model (SM) was carried out by the ATLAS and 
CMS collaborations in the Large Hadron Collider 
(LHC) in 2012 [1,2] (see also reviews [3-5]). With the 
discovery of the Higgs boson, a missing brick was 
found in the SM building and the mechanism for 
generating masses of fundamental particles, the 
mechanism of spontaneous breaking of the Braut - 
Englert-Higgs symmetry, was experimentally 
confirmed [6,7]. It should be noted that the path to the 
discovery of the Higgs boson was a long one; at the 
same time, much work began on its determination of 
the physical characteristics of this particle. 

According to the SM, there are six leptons and six 
quarks, each comprising three families. The carriers of 
strong, electromagnetic, and weak interactions are 
gluons, a photon, charged 𝑊𝑊± and neutral 𝑍𝑍 - bosons. 
Now they are supplemented by the fourth Yukawa 
interaction carried by Higgs boson  𝐻𝐻𝑆𝑆𝑆𝑆. 

SM allows you to accurately calculate the 
Feynman diagrams of various processes and compare 
with the corresponding experimental data. The 
agreement between the SM and the experience is 
strikingly good. Nevertheless, SM has its own 
difficulties. Many of them are connected with the fact 
that this model describes a lot, but is not able to explain 
where it came from, does not allow it to be deduced 
from deeper principles. 

One of the difficulties of SM is related to the 
problem of hierarchy. According to quantum field 
theory, vacuum is not an absolute void, but a sea of 
virtual particles. All real particles of our world are 
particles dressed in a virtual fur coat. Masses, charges 
and other characteristics of the observed particles are 
the characteristics of particles dressed in a fur coat. 
Theorists take this phenomenon into account using a 
mathematical procedure called renormalization. The 
fact is that renormalization works well for all particles, 
but in the case of the Higgs boson, a problem arises: the 
influence of virtual particles on the Higgs boson mass 
is too strong, as a result, the boson mass increases 
trillions of times, and such a particle can no longer play 

the role of the Higgs boson. This difficulty is called the 
hierarchy problem. This way out of this situation is 
possible. If in nature there are some other particles that 
do not exist in the SM, then in a virtual form they can 
compensate for the influence of the boson on the Higgs 
mass. The most important thing here is that in 
supersymmetric theories such compensation itself 
arises from the construction of the theory. It is such a 
supersymmetric theory that most attracts theorists. 

Another important difficulty of SM is the lack of 
dark matter particles in it. In astrophysics, it is believed 
that in the Universe, in addition to ordinary matter in 
the form of stars, black holes, planets, gas and dust 
clouds, and. etc., there are particles of a completely 
different nature. These are particles of dark matter, we 
do not see them, they practically do not interact with 
ordinary matter and radiation. Possible candidates for 
dark matter particles may be neutralino, sneytrino, 
gluino, gravitino, the existence of which is assumed in 
the Minimum Supersymmetric Standard Model 
(MSSM) [8-11]. 

Unlike the SM, the MSSM introduces two doublets 
of the scalar field with hypercharges –1 and +1: 

𝜑𝜑1 = �𝐻𝐻1
0

𝐻𝐻1−
� ,   𝜑𝜑2 = �𝐻𝐻2

+

𝐻𝐻20
�. 

To obtain the physical fields of Higgs bosons, 1ϕ  
and 2ϕ  we represent in the form 

𝜑𝜑1 = 1
√2
�𝜐𝜐1 + 𝐻𝐻10 + 𝑖𝑖𝑃𝑃10

𝐻𝐻1−
�, 

𝜑𝜑2 = 1
√2
� 𝐻𝐻2+

𝜐𝜐2 + 𝐻𝐻20 + 𝑖𝑖𝑃𝑃20
�. 

where 𝐻𝐻10,𝑃𝑃10,𝐻𝐻20 and 𝑃𝑃20 are the fields describing the 
excitations of the system relative to vacuum states 
〈𝜑𝜑1〉 = 1

√2
𝜐𝜐1  and 〈𝜑𝜑2〉 = 1

√2
𝜐𝜐2. 

The CP-even Higgs bosons 𝐻𝐻 and ℎ are obtained 
by mixing the fields 𝐻𝐻10 and 𝐻𝐻20 (mixing angle 𝛼𝛼): 
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�𝐻𝐻ℎ� = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐��

𝐻𝐻10

𝐻𝐻20
�. 

Similarly, mixing 𝑃𝑃10 and 𝑃𝑃20 , as well as 𝐻𝐻1
±  and 

𝐻𝐻2
± , one obtains Goldstone bosons 𝐺𝐺0 and 𝐺𝐺± , CP - 

an odd Higgs boson 𝐴𝐴 and charged Higgs bosons 𝐻𝐻± 
(mixing angle 𝛽𝛽): 

�𝐺𝐺
0

𝐴𝐴
� = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐��
𝑃𝑃10

𝑃𝑃20
�, 

�𝐺𝐺
±

𝐻𝐻±� = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐� �

𝐻𝐻1
±

𝐻𝐻2
±�. 

Thus, there are five Higgs bosons in the MSSM: CP - 
even 𝐻𝐻 and ℎ - bosons, CP-odd 𝐴𝐴 -boson, charged 𝐻𝐻±- 
bosons. 

The Higgs sector of the MSSM is characterized by 
six parameters 𝑀𝑀𝐻𝐻,𝑀𝑀ℎ ,𝑀𝑀𝐴𝐴,𝑀𝑀𝐻𝐻± ,𝛼𝛼 and 𝛽𝛽. Of these, 
the parameters 𝑀𝑀𝐴𝐴 and 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝜐𝜐1

𝜐𝜐2
  are free. The 

parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 varies within 

1 ≤ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ≤ 𝑚𝑚𝑡𝑡
𝑚𝑚𝑏𝑏

= 35.5. 

here 𝑚𝑚𝑡𝑡 = 173.2GeV and 𝑚𝑚𝑏𝑏 = 4.88GeV of masses 
of 𝑡𝑡- and 𝑏𝑏 - quarks. 

The Higgs masses of the 𝐻𝐻 - and ℎ - (𝐻𝐻± -) bosons 
are expressed by the masses 𝑀𝑀𝐴𝐴  and 𝑀𝑀𝑍𝑍 (𝑀𝑀𝐴𝐴and 𝑀𝑀𝑊𝑊): 

𝑀𝑀𝐻𝐻(ℎ)
2 = 1

2
�𝑀𝑀𝐴𝐴

2 + 𝑀𝑀𝑍𝑍
2 ± �(𝑀𝑀𝐴𝐴

2 + 𝑀𝑀𝑍𝑍
2)2 − 4𝑀𝑀𝐴𝐴

2𝑀𝑀𝑍𝑍
2𝑐𝑐𝑐𝑐𝑐𝑐22𝛽𝛽�, 

𝑀𝑀𝐻𝐻±
2 = 𝑀𝑀𝐴𝐴

2 + 𝑀𝑀𝑊𝑊
2 .

Higgs bosons 𝑯𝑯,𝒉𝒉,𝑨𝑨 and 𝑯𝑯± can decay through 
different channels (see [8, 11–18] and references in 
them to primary sources. Along with decays of these 
bosons into ordinary particles, their decay into 
supersymmetric ones is also possible (SUSY) particles:  

Chargino, neutralino, and scalar fermions 
(sfermions) are such particles. The present work is 
devoted to the study of the decay channels of the Higgs 
bosons 𝑯𝑯,𝒉𝒉 and 𝑨𝑨 into a pair of chargino 

 𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗+ ,        (𝑖𝑖 , 𝑗𝑗 = 1,2),      (1) 

 𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝜒𝜒�𝑖𝑖0 + 𝜒𝜒�𝑗𝑗0 ,  (𝑖𝑖 , 𝑗𝑗 = 1 ÷ 4),          (2) 

𝐻𝐻± ⇒ 𝜒𝜒�𝑖𝑖
± + 𝜒𝜒�𝑗𝑗0 ,  (𝑖𝑖 = 1,2 , 𝑗𝑗 = 1 ÷ 4),               (3) 

𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗̅𝑗 ,   (𝑖𝑖 , 𝑗𝑗 = 1,2),               (4) 
𝐻𝐻± ⇒ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗̅𝑗′ ,  (𝑖𝑖 , 𝑗𝑗 = 1,2).     (5) 

Within the framework of the MSSM and taking 
into account the polarization states of the chargino, 
analytical expressions for the width of the indicated 
decays are obtained, the degrees of the longitudinal and 
transverse polarizations of the chargino are determined, 
the dependence of these characteristics and the width of 
the decays on the mass of Higgs bosons is studied. 

2. HIGGS BOSON DECAYS IN A PAIR OF
CHARGINO

The supersymmetric partnyors of the gauge 𝑊𝑊± 
and Higgs 𝐻𝐻± - bosons are calibrino (vino) 𝑊𝑊� ± and 
Higgsino 𝐻𝐻�±. The mass matrix of these spinor fields is 
off-diagonal, which leads to their mixing. Chargino 𝜒𝜒�± 
is a four-component. Dirac fermion that occurs when 
vino 𝑊𝑊� ± and Higgsino 𝐻𝐻�± are mixed. The masses and 
coupling constants of the chargino with the Higgs 
bosons 𝐻𝐻, ℎ,𝐴𝐴,𝐻𝐻± are determined by the mass matrix. 

𝑀𝑀𝜒𝜒�± = � 𝑀𝑀2 √2𝑀𝑀𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
√2𝑀𝑀𝑊𝑊𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝜇𝜇

�, 

where 𝑀𝑀2 and 𝜇𝜇 - mass parameters of vino and 
Higgsino. This matrix is diagonalized by two real two- 

row 𝑈𝑈 and 𝑉𝑉 matrices. 

𝑈𝑈𝑀𝑀𝜒𝜒�±𝑉𝑉−1 ⇒ 𝑈𝑈 = 𝑅𝑅− and 

𝑉𝑉 = �
𝑅𝑅+ , 𝑖𝑖𝑖𝑖   det𝑀𝑀𝜒𝜒�± > 0

𝜎𝜎3𝑅𝑅+ , 𝑖𝑖𝑖𝑖    det𝑀𝑀𝜒𝜒�± < 0 , 

where 𝜎𝜎3 is the Pauli matrix, which makes the chargino 
mass positive, 𝑅𝑅±are the rotation matrices with angles 
𝜃𝜃±: 

𝑅𝑅± = �
с𝑜𝑜𝑜𝑜𝜃𝜃± 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃±
−𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃± 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃±

� ,

and the angles 𝜃𝜃+ and 𝜃𝜃− are defined as 

𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃+ =
2√2𝑀𝑀𝑊𝑊(𝑀𝑀2𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇)
𝑀𝑀2
2 − 𝜇𝜇2 + 2𝑀𝑀𝑊𝑊

2 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
  , 

𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃− =
2√2𝑀𝑀𝑊𝑊(𝑀𝑀2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇)
𝑀𝑀2
2 − 𝜇𝜇2 − 2𝑀𝑀𝑊𝑊

2 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 . 

After diagonalizing the matrix 𝑀𝑀𝜒𝜒�± , new states of 
chargeino with masses are obtained: 
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               𝑚𝑚𝜒𝜒�1,2
±

2 = 1
2
�𝑀𝑀2

2 + 𝜇𝜇2 + 2𝑀𝑀𝑊𝑊
2 ∓ [(𝑀𝑀2

2 + 𝜇𝜇2)2 + 4𝑀𝑀𝑊𝑊
2 (𝑀𝑀𝑊𝑊

2 𝑐𝑐𝑐𝑐𝑐𝑐22𝛽𝛽 + 𝑀𝑀2
2 + 𝜇𝜇2 +

 + 2𝑀𝑀2𝜇𝜇 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽)]1/2�. (6)  

If one of the two parameters 𝜇𝜇 or 𝑀𝑀2 has a very large value, then one state of the chargino corresponds to the 
calibrino state and the other to the Higgsino state. In this case, the masses of the chargino are equal: at   

|𝜇𝜇| ≫ 𝑀𝑀𝑍𝑍  , 𝑀𝑀2~ 𝑀𝑀𝑍𝑍 ∶  𝑚𝑚 𝜒𝜒�1± ~  𝑀𝑀2, 𝑚𝑚 𝜒𝜒�2± ~ |𝜇𝜇| ;
at 

|𝜇𝜇| ~ 𝑀𝑀𝑍𝑍 ,  𝑀𝑀2 ≫ 𝑀𝑀𝑍𝑍 ∶  𝑚𝑚 𝜒𝜒�1± ~  |𝜇𝜇|, 𝑚𝑚 𝜒𝜒�2± ~  𝑀𝑀2 .

Figure 1 shows the dependence of the chargino mass 
𝜒𝜒�1

± and 𝜒𝜒�2
± on the parameter 𝜇𝜇 at 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 30 and the 

fixed mass   𝑀𝑀2 = 150GeV. As can be seen, with an 
increase in the moduls of the parameter |𝜇𝜇| the mass of 
light (heavy) chargino 𝑚𝑚 𝜒𝜒�1± (𝑚𝑚 𝜒𝜒�2±) monotonously 
increases  and approaches the value of 147GeV 

 (512GeV) at 𝜇𝜇 = −500GeV and 145GeV (514GeV) at 
𝜇𝜇 = 500GeV. The minimum value of the chargino 
mass 𝑚𝑚 𝜒𝜒�1±  and 𝑚𝑚 𝜒𝜒�2± is observed at a zero value of the

parameter 𝜇𝜇:     𝑚𝑚 𝜒𝜒�1±(𝜇𝜇 = 0) = 2,696GeV, 
𝑚𝑚 𝜒𝜒�2±(𝜇𝜇 = 0) = 188.192GeV. 

Fig. 1. Chargino masses 𝑚𝑚 𝜒𝜒�1± and 𝑚𝑚 𝜒𝜒�2± as a function of the parameter 𝜇𝜇

Fig. 2. Dependence of the mass 𝑚𝑚 𝜒𝜒�1± (a) and 𝑚𝑚 𝜒𝜒�2± (b) on the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
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Note that, for a given parameter 𝜇𝜇, the chargino masses 
𝑚𝑚 𝜒𝜒�1± and 𝑚𝑚 𝜒𝜒�2± are very sensitive to the 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 parameter
(see fig. 2, where the dependence of the mass 𝑚𝑚 𝜒𝜒�1± and
𝑚𝑚 𝜒𝜒�2± of the 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 parameter for   𝑀𝑀2 = 150GeV, 𝜇𝜇 =
−200GeV). As can be seen from the figure, with an 
increase in the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, the chargino mass 
𝑚𝑚 𝜒𝜒�1± monotonously decreases, and the charge chargino
𝑚𝑚 𝜒𝜒�2± on the contrary, increases monotonously. With a
positive value of the parameter 𝜇𝜇 = 200GeV, an 
inverse relationship is observed: with an increase in the 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 parameter, the chargino mass 𝑚𝑚 𝜒𝜒�1± increases and
the mass 𝑚𝑚 𝜒𝜒�2± on the contrary, decreases.

The Feynman diagram of the Higgs boson decay 
𝐻𝐻𝑘𝑘 ⟹ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗+ is shown in fig. 3 (the 𝑘𝑘 = 1,2,3 index 
corresponds to the neutral Higgs bosons 𝐻𝐻,ℎ,𝐴𝐴 and the 
𝑖𝑖, 𝑗𝑗 = 1,2 indexes correspond to the chargino).  

H (p)k

( ,s )p2 2

( ,s )p1 1

~

χ+
j

~

χ-
I  

Fig. 3. Feynman diagram for 𝐻𝐻𝑘𝑘 ⟹ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+ decay. In the 
   figure 𝑝𝑝, 𝑝𝑝1 and 𝑝𝑝2 denote 4 - momenta of  Higgs 
   boson 𝐻𝐻𝑘𝑘 𝜒𝜒�𝑖𝑖− and 𝜒𝜒�𝑗𝑗+ chargino, 𝑠𝑠1 and 𝑠𝑠2  
   4 - polarization vectors of chargino. 

According to the MSSM, the amplitude 
corresponding to the diagram in fig. 3 can be written in 
the following form: 

 𝑀𝑀�𝐻𝐻𝑘𝑘 ⟹ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+� = 𝑖𝑖𝑖𝑖 [𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑢𝑢�(𝑝𝑝1, 𝑠𝑠1)𝑃𝑃𝐿𝐿𝜐𝜐(𝑝𝑝2, 𝑠𝑠2) + 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 𝑢𝑢�(𝑝𝑝1, 𝑠𝑠1)𝑃𝑃𝑅𝑅𝜐𝜐(𝑝𝑝2, 𝑠𝑠2)],    (7)

where g  is a constant determining the mass of the 
gauge 𝑊𝑊 – boson 

𝑀𝑀𝑊𝑊
2 = 1

2
𝑔𝑔2(𝜐𝜐12 + 𝜐𝜐22) ; 

𝑃𝑃𝐿𝐿,𝑅𝑅 = (1±𝛾𝛾5)
2

 is chirality matrices, 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿  and 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  is 
interaction constants of the Higgs boson 𝐻𝐻𝑘𝑘  with 
chargino 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+ [8,11] 

𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 = 1
√2
�𝑉𝑉𝑗𝑗1𝑈𝑈𝑖𝑖2𝑒𝑒𝑘𝑘 − 𝑉𝑉𝑗𝑗2𝑈𝑈𝑖𝑖1𝑑𝑑𝑘𝑘�,

𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 = 1
√2
�𝑉𝑉𝑖𝑖1𝑈𝑈𝑗𝑗2𝑒𝑒𝑘𝑘 − 𝑉𝑉𝑖𝑖2𝑈𝑈𝑗𝑗1𝑑𝑑𝑘𝑘�𝜖𝜖𝑘𝑘,

  (8) 

𝜖𝜖1 = 𝜖𝜖2 = −𝜖𝜖3 = 1 ; the coefficients 𝑒𝑒𝑘𝑘 and 𝑑𝑑𝑘𝑘 are 
equal to: 

𝑒𝑒1 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 𝑒𝑒2 = −𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑒𝑒3 = −𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,
𝑑𝑑1 = −𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑑𝑑2 = −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 𝑑𝑑3 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. (9)

To find the probabilities (width) of the Higgs 
boson decay into a pair of chargino, we must squared 
the amplitude moduls �𝑀𝑀(𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+)�

2
. In the

standard way for the squared amplitude module, we 
find: 

�𝑀𝑀(𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+)�
2

= 𝑔𝑔2

2
��(𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 )2 + (𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 )2� �(𝑝𝑝1 ∙ 𝑝𝑝2) + 𝑚𝑚𝜒𝜒�𝑖𝑖𝑚𝑚𝜒𝜒�𝑗𝑗(𝑠𝑠1 ∙ 𝑠𝑠2)� + �(𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 )2 − (𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 )2�× 

× �𝑚𝑚𝜒𝜒�𝑖𝑖(𝑝𝑝2 ∙ 𝑠𝑠1) + 𝑚𝑚𝜒𝜒�𝑗𝑗(𝑝𝑝1 ∙ 𝑠𝑠2)� + 2𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �−𝑚𝑚𝜒𝜒�𝑖𝑖
−𝑚𝑚𝜒𝜒�𝑗𝑗

+ − (𝑝𝑝1 ∙ 𝑝𝑝2)(𝑠𝑠1 ∙ 𝑠𝑠2) + (𝑝𝑝1 ∙ 𝑠𝑠2)(𝑝𝑝2 ∙ 𝑠𝑠1)��.
  (10) 

In the Higgs boson rest system 𝐻𝐻𝑘𝑘  the energy and the modules of the three-dimensional chargino momentum 
are determined by the expressions:  

𝐸𝐸1 = 1
2
𝑀𝑀𝐻𝐻�1 + 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�,   𝐸𝐸2 = 1

2
𝑀𝑀𝐻𝐻(1 − 𝑟𝑟𝑖𝑖 + 𝑟𝑟𝑗𝑗), 

|𝑝⃗𝑝1| = |𝑝⃗𝑝2| = |𝑝⃗𝑝| = 1
2
𝑀𝑀𝐻𝐻��1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�

2
− 4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗,

here the notation 

𝑟𝑟𝑖𝑖 = �
𝑚𝑚
𝜒𝜒𝑖𝑖

±

𝑀𝑀𝐻𝐻𝑘𝑘
�
2

, 𝑟𝑟𝑗𝑗 = �
𝑚𝑚
𝜒𝜒𝑗𝑗

±

𝑀𝑀𝐻𝐻𝑘𝑘
�
2

. 

Given the polarization states of the chargino 𝜒𝜒�𝑖𝑖− and 𝜒𝜒�𝑗𝑗+, the decay width 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ has the form: 
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 𝑑𝑑Γ(𝜉𝜉�⃗ 1,𝜉𝜉�⃗ 2)
𝑑𝑑Ω

= 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

32√2𝜋𝜋2
𝑀𝑀𝐻𝐻𝑘𝑘

��1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�
2
− 4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗 ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �

2
+ �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �

2
� �(1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗)(1− (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2)) +

+2�𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗× (−�𝜉𝜉1𝜉𝜉2� + (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2))�+ ��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �
2
− �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �

2
���1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�

2
− 4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗��𝑛𝑛�⃗ 𝜉𝜉1� −

−�𝑛𝑛�⃗ 𝜉𝜉2�� − 4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 × ��𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗 �1 − �𝑛𝑛�⃗ 𝜉𝜉1��𝑛𝑛�⃗ 𝜉𝜉2�� −
1
2
�1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�(�𝜉𝜉1𝜉𝜉2� − (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2))��  (11)  

where 𝑛𝑛�⃗  is the unit vector, in the direction of the charge 
of the chargino 𝜒𝜒�𝑖𝑖−, 𝜉𝜉1 and 𝜉𝜉2 are the unit vectors 
characterizing the polarization of the chargino 𝜒𝜒�𝑖𝑖− and 
𝜒𝜒�𝑗𝑗+ in the rest systems of each of these particles, 
respectively;        𝜆𝜆�𝑟𝑟𝑖𝑖, 𝑟𝑟𝑗𝑗� = �1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�

2
− 4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗    is

the kinematic function of a two-particle phase volume.  
We consider particular cases of the decay width 

formula (9). First, suppose that the chargino is 
polarized longitudinally, while 

𝜉𝜉1 = 𝑛𝑛�⃗ 𝜆𝜆1 , 𝜉𝜉2 = −𝑛𝑛�⃗ 𝜆𝜆2, 

where 𝜆𝜆1 and 𝜆𝜆2 are the spiralities of the chargino 𝜒𝜒�𝑖𝑖− 
and 𝜒𝜒�𝑗𝑗+ 

In this case, the decay width 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ is 
determined by the expression: 

Γ(𝜆𝜆1, 𝜆𝜆2) = 1
4
Γ0�𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+�[1 + 𝜆𝜆1𝜆𝜆2 + (𝜆𝜆1 + 𝜆𝜆2)𝑃𝑃], (12) 

here  

Γ0�𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+� = 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

2√2𝜋𝜋
𝑀𝑀𝐻𝐻𝑘𝑘

��1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗�
2
− 4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗 ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �2 + �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �2� �1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� −

4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗�    (13) 

is the decay width in the case of unpolarized chargino, and 𝑃𝑃  is the degree of longitudinal polarization of chargino, 
defined by the formula 

𝑃𝑃 =
��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 �
2
−�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
���1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�

2−4𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝐿𝐿 �

2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

. (14) 

It follows from the decay width (12) that, in the 
Higgs boson decay 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ the chargino 𝜒𝜒�𝑖𝑖− and 
𝜒𝜒�𝑗𝑗+ must have the same 𝜆𝜆1 = 𝜆𝜆2 = ±1 helicities 
(𝜒𝜒�𝑖𝑖𝑖𝑖− 𝜒𝜒�𝑗𝑗𝑗𝑗+  or 𝜒𝜒�𝑖𝑖𝑖𝑖−𝜒𝜒�𝑗𝑗𝑗𝑗+ ). This is a consequence of 
maintaining the full moment in 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ decays. 
Consider this decay in the resting system of the Higgs 
boson 𝐻𝐻𝑘𝑘 . In this system, the momenta of the chargino 
𝜒𝜒�𝑖𝑖− and 𝜒𝜒�𝑗𝑗+ are equal in magnitude and opposite in  

direction (see fig. 4, which shows the directions of the 
charge and spin of the chargino). Since the Higgs boson 
𝐻𝐻𝑘𝑘  is zero, the process 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ 

 is allowed only 
if the chargino 𝜒𝜒�𝑖𝑖− and 𝜒𝜒�𝑗𝑗+ are in the same helicity state. 
It is in this case that the projection of the total moment 
of two chargino in the direction of movement of 
chargino 𝜒𝜒�𝑖𝑖− (or 𝜒𝜒�𝑗𝑗+) is zero. 

χj
+~ χ i~ - χj

+~ χi~ -

Fig. 4. Direction of momenta and spins in 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗+ decay 

We estimate the degree of longitudinal 
polarization of chargino (12) at 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 1. Calculations 
show that, at this value of the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, the 
interaction constants 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿  and 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  are equal to each 
other in the decays  𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗+, as a result of 
which the degree of longitudinal polarization of the 
chargino vanishes. 

Now consider the case when the charginos are 
transversely polarized. Where in 

�𝑛𝑛�⃗ 𝜉𝜉1� = (𝑛𝑛�⃗ 𝜂⃗𝜂1) = 0, �𝑛𝑛�⃗ 𝜉𝜉2� = (𝑛𝑛�⃗ 𝜂⃗𝜂2) = 0 

�𝜉𝜉1𝜉𝜉2� = (𝜂⃗𝜂1𝜂⃗𝜂2) = 𝜂𝜂1𝜂𝜂2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

where 𝜂𝜂1 and 𝜂𝜂2 are the transverse components of the 
chargino vectors 𝜒𝜒�𝑖𝑖− and 𝜒𝜒�𝑗𝑗+, 𝜑𝜑 is the angle between 
these vectors. In this case, the decay width 𝐻𝐻𝑘𝑘 ⇒
𝜒𝜒�𝑖𝑖−+𝜒𝜒�𝑗𝑗+ is 

𝑑𝑑Γ(𝜂𝜂1𝜂𝜂2)
𝑑𝑑Ω

= 1
4

𝑑𝑑Γ0(𝐻𝐻𝑘𝑘⇒𝜒𝜒�𝑖𝑖
−𝜒𝜒�𝑗𝑗

+)

𝑑𝑑Ω
[1 + 𝜂𝜂1𝜂𝜂2𝑃𝑃⊥], (15) 

where 
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𝑑𝑑Γ0(𝐻𝐻𝑘𝑘⇒𝜒𝜒�𝑖𝑖
−𝜒𝜒�𝑗𝑗

+)

𝑑𝑑Ω
= 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊

2

8√2𝜋𝜋2
𝑀𝑀𝐻𝐻𝑘𝑘�𝜆𝜆(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑗𝑗) ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �2 + �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �2� �1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� −

4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗� (16) 

is the decay width for unpolarized chargino, and ⊥P  is the degree of transverse polarization of chargino : 

𝑃𝑃⊥ =
2𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−2��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 �
2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝐿𝐿 �

2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.  (17) 

At 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 1 due to the equality of the interaction 
constants 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 = 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  the degree of transverse 
polarization depends only on the cosinus of the angle 
between the spin vectors 𝜂𝜂1 and 𝜂𝜂2: 

𝑃𝑃⊥ = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.                (18) 

At 𝜑𝜑 = 0° the degree of transverse polarization of 
the chargino is +1, with increasing angle 𝜑𝜑, the degree 
of transverse polarization decreases and vanishes at an 
angle 𝜑𝜑 = 90°. Then, the degree of transverse 
polarization changes sign and decreases to–1 at= 180°. 
A further increase in the angle 𝜑𝜑 from 180° to 360° 

leads to an increase in the degree of transverse 
polarization from –1 to +1. It should be noted that in 
the approximation  |𝜇𝜇| ≫ 𝑀𝑀2  or  𝑀𝑀2 ≫ |𝜇𝜇|  the decays 
of  the Higgs bosons into a pair of identical chargino 
 𝐻𝐻𝑘𝑘 ⇒  𝜒𝜒�1−+𝜒𝜒�1+(𝜒𝜒�2−+𝜒𝜒�2+) are suppressed. 

In this case, the decays of the heavy 𝐻𝐻 and 𝐴𝐴 
bosons into a pair of different 𝐻𝐻(𝐴𝐴) ⇒ 𝜒𝜒�1−+𝜒𝜒�2+ 
chargino dominate. In fig.5 shows the dependence of 
decay 𝐻𝐻 ⇒ 𝜒𝜒�1−+𝜒𝜒�2+   width on the Higgs  boson  mass 
𝑀𝑀𝐻𝐻 at  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 1, 𝜇𝜇 = 160GeV, 𝑀𝑀2 =
150GeV,  𝑀𝑀𝑊𝑊 = 80.385GeV, 𝑀𝑀𝑍𝑍 = 91.1875GeV.  

With an increase in the Higgs boson mass 𝑀𝑀𝐻𝐻 the 
decay width increases. 

 Fig. 5. Dependence of the decay width 𝐻𝐻 ⇒ 𝜒𝜒�1−𝜒𝜒�2+ on the mass 𝑀𝑀𝐻𝐻 

Fig. 6. Dependence of the decay width Γ(𝐻𝐻(𝐴𝐴) ⇒ 𝜒𝜒�1−𝜒𝜒�2+) on the mass 𝑀𝑀Φ 
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In the 𝑀𝑀𝐴𝐴 ≫ |𝜇𝜇| ≫ 𝑀𝑀2 limit, the partial decay 
widths of 𝐻𝐻 ⇒ 𝜒𝜒�1

±+𝜒𝜒�2∓  and 𝐴𝐴 ⇒ 𝜒𝜒�1
±+𝜒𝜒�2∓ are equal 

Γ(𝐻𝐻 ⇒ 𝜒𝜒�1−𝜒𝜒�2+) = 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

4√2𝜋𝜋
𝑀𝑀𝐻𝐻,     (18)

Γ(𝐴𝐴 ⇒ 𝜒𝜒�1−𝜒𝜒�2+) = 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

4√2𝜋𝜋
𝑀𝑀𝐴𝐴. 

The dependence of the width of these decays on the 
Higgs mass 𝑀𝑀𝐻𝐻and 𝑀𝑀𝐴𝐴 boson is shown in fig. 6. At       
𝑀𝑀Φ = 305GeV, the decay width is 4GeV, with an 
increase in the Higgs boson mass, the decay width 
increases, and with a mass 𝑀𝑀Φ = 602GeV, the decay 
width reaches 8GeV. 

3. HIGGS BOSON DECAYS INTO A PAIR OF
NEUTRALINO

Neutral vino 𝑊𝑊� 0 and bino 𝐵𝐵�0, as well as Higgsino 
𝐻𝐻�10 and 𝐻𝐻�20 interact weakly, they are not proper mass 
states. The four mass states of the neutralino 𝜒𝜒�𝑖𝑖0 (𝑖𝑖 =
1,2,3,4) are alternating combinations of the particles 
mentioned above. Neutralino - Majorana fermions, 
their antiparticles coincide with their particles. The 
neutralino mass matrix, as in the case of the chargino, 
depends on the parameters,  𝑀𝑀2 , 𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎 and also on the 
new mass parameter  𝑀𝑀1 of the bino 𝐵𝐵�0 [8, 11]. As in 
the case of the chargino, with a large value of one of the 
parameters 𝜇𝜇 or  𝑀𝑀2, two neutralino correspond to a 
pure gaugino-like state, and the other neutralino ones 
correspond to a pure Higgsino-like state. In these 
limiting states, the neutralino masses are equal to:  

at  |𝜇𝜇| ≫ 𝑀𝑀𝑍𝑍  ,  𝑀𝑀2~ 𝑀𝑀𝑍𝑍 ∶  𝑚𝑚 𝜒𝜒�10 ~  𝑀𝑀1  , 𝑚𝑚 𝜒𝜒�20 ~  𝑀𝑀2, 𝑚𝑚 𝜒𝜒�30  ≅  𝑚𝑚 𝜒𝜒�40 ≅  |𝜇𝜇| ,
at  |𝜇𝜇| ~ 𝑀𝑀𝑍𝑍 ,  𝑀𝑀2 ≫ 𝑀𝑀𝑍𝑍 ∶ , 𝑚𝑚 𝜒𝜒�10  ≅  𝑚𝑚 𝜒𝜒�20 ≅  |𝜇𝜇|  , 𝑚𝑚 𝜒𝜒�30  ≅   𝑀𝑀1  , 𝑚𝑚 𝜒𝜒�40  ≅   𝑀𝑀2 .

The decay width of the Higgs bosons  𝐻𝐻𝑘𝑘  into a neutralino pair for arbitrarily polarized particles is determined 
by a formula similar to formula (11). In a particular case, the decay width  𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖0 + 𝜒𝜒�𝑗𝑗0 in the case of the 
production of a longitudinally polarized neutralino pair is determined by the expression:  

Γ(𝜆𝜆1, 𝜆𝜆2) = 1
4
Γ0�𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖0𝜒𝜒�𝑗𝑗0�[1 + 𝜆𝜆1𝜆𝜆2 + (𝜆𝜆1 + 𝜆𝜆2)𝑃𝑃], (19) 

here 

Γ0�𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖0𝜒𝜒�𝑗𝑗0� =
𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊

2

2√2𝜋𝜋
𝑀𝑀𝐻𝐻𝑘𝑘𝛿𝛿�𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗) ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �

2
+ �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �

2
� �1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� − 4𝜀𝜀𝑖𝑖𝜀𝜀𝑗𝑗𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗� 

  (20) 

is the width of this decay in the case of unpolarized neutralino, and 𝑃𝑃 is the degree of longitudinal polarization of 
neutralino, defined by the expression 

𝑃𝑃 = −
��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 �
2
−�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��𝜆𝜆(𝑟𝑟𝑖𝑖,𝑟𝑟𝑗𝑗)

��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝐿𝐿 �

2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−4𝜀𝜀𝑖𝑖𝜀𝜀𝑗𝑗𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

; (21) 

the factor 𝛿𝛿 in formula (20) is equal to 







2
11 , if a pair of different (identical) neutralinos are born, 𝜀𝜀𝑖𝑖 and 𝜀𝜀𝑗𝑗 

determine the sign of the parameter 𝜇𝜇, 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿  and 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  are the interaction constants of the Higgs boson 𝐻𝐻𝑘𝑘  with a pair 
of neutralino [8,11] : 

𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 = 1
2
�𝑍𝑍𝑗𝑗2 − 𝑡𝑡𝑡𝑡𝑡𝑡𝜃𝜃𝑊𝑊𝑍𝑍𝑗𝑗1�(𝑍𝑍𝑖𝑖3𝑒𝑒𝑘𝑘 + 𝑍𝑍𝑖𝑖4𝑑𝑑𝑘𝑘) + 𝑖𝑖 → 𝑗𝑗, 

(22) 
𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 = 1

2
�𝑍𝑍𝑗𝑗2 − 𝑡𝑡𝑡𝑡𝑡𝑡𝜃𝜃𝑊𝑊𝑍𝑍𝑗𝑗1��𝑍𝑍𝑖𝑖3𝑒𝑒𝑘𝑘 + 𝑍𝑍𝑗𝑗4𝑑𝑑𝑘𝑘�𝜀𝜀𝑘𝑘 + 𝑖𝑖 → 𝑗𝑗 ; 

Z is 4x4 matrix diagonalizing the neutralino mass matrix ; 𝜀𝜀1 = 𝜀𝜀2 = −𝜀𝜀3 = 1 ; the coefficients 𝑒𝑒𝑘𝑘 and 𝑑𝑑𝑘𝑘 
are given by expressions (9) ; 𝜃𝜃𝑊𝑊 is the Weinberg angle. 

Denote the simplest neutralino by 𝜒𝜒�0; it can be the easiest SUSY particle. Then all other SUSY particles will 
decay into 𝜒𝜒�0 and ordinary SM particles. Table 1 shows the upper bounds on the masses of SUSY particles for 
various values of the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. In the table, 𝜏̃𝜏 and 𝑡̃𝑡 are sfermions - stau lepton and stop quark. 
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 Tаble 1. 
  Upper Boundaries for SUSY Particle Masses 

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  𝜒𝜒�0  𝜒𝜒�− 𝜏̃𝜏 𝑡̃𝑡

 10  155  280  170  580 

 15  168  300  185  640 

   20  220  400    236  812 

   30    260    470    280    990 

Calculations show that the decay widths of the heavy Higgs bosons 𝐻𝐻 and 𝐴𝐴 into a pair of different neutralinos 
𝜒𝜒�10𝜒𝜒�30 , 𝜒𝜒�10𝜒𝜒�40,  𝜒𝜒�20𝜒𝜒�30 and 𝜒𝜒�20𝜒𝜒�40 are prevailed. The widths of these decays are shown in Table 2 (in units of 
𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊

2

8√2𝜋𝜋
𝑀𝑀𝐻𝐻𝑘𝑘). 

  Tаble 2. 
  Decay widths of H and A into a neutralino pair 

Neutralino pair Г(𝐻𝐻 ⇒ 𝜒𝜒�𝑖𝑖0𝜒𝜒�𝑗𝑗0) Г(𝐴𝐴 ⇒ 𝜒𝜒�𝑖𝑖0𝜒𝜒�𝑗𝑗0)

 𝜒𝜒�10𝜒𝜒�30  𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊(1 + 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽)  𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊(1− 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽) 

   𝜒𝜒�10𝜒𝜒�40    𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊(1− 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽)  𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊(1 + 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽) 

   𝜒𝜒�20𝜒𝜒�30    (1 + 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽)    (1− 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽) 

   𝜒𝜒�20𝜒𝜒�40    (1− 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽)  (1 + 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽) 

Fig. 7(a) and (b) illustrate the dependence of the decay width 𝐻𝐻 ⇒ 𝜒𝜒�20 + 𝜒𝜒�30 and А ⇒ 𝜒𝜒�20 + 𝜒𝜒�40 on the Higgs 
boson mass 𝑀𝑀𝐻𝐻 and 𝑀𝑀𝐴𝐴 for 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 3 , 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑊𝑊 = 0.2315 . In these figures, the decay width   𝐻𝐻 ⇒ 𝜒𝜒�20 + 𝜒𝜒�30 and 
А ⇒ 𝜒𝜒�20 + 𝜒𝜒�40 with an increase in the Higgs boson masses the 𝐻𝐻 and А are observed. 

  Fig. 7. Dependence of the decay width 𝐻𝐻 ⇒ 𝜒𝜒�20 + 𝜒𝜒�30 (a) and А ⇒ 𝜒𝜒�20 + 𝜒𝜒�40 (b) on the masses 𝑀𝑀𝐻𝐻 and 𝑀𝑀𝐴𝐴 
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4. DECAYS OF HIGGS BOSON 𝑯𝑯± INTO THE CHARGINO - NEUTRALINO PAIR

The charged Higgs boson Н± can decay into a pair of chargino-neutralino along the channel 𝐻𝐻± ⇒ 𝜒𝜒�𝑖𝑖
± + 𝜒𝜒�𝑗𝑗0. 

Having performed standard calculations, we obtain for the decay width 𝐻𝐻− ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗0 in the Higgs boson rest 
system :  

𝑑𝑑Γ(𝜉𝜉�⃗ 1,𝜉𝜉�⃗ 2)
𝑑𝑑Ω

= 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

32√2𝜋𝜋2
𝑀𝑀𝐻𝐻−�𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗) ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �

2
+ �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �

2
� �(1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗)(1 − (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2))− 2�𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗 ×

× ((𝜉𝜉1𝜉𝜉2)− (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2))�+ ��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �
2
− �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �

2
� �𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗)��𝑛𝑛�⃗ 𝜉𝜉1� − �𝑛𝑛�⃗ 𝜉𝜉2��+ 2𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 × 

× ��1− 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� ��𝜉𝜉1𝜉𝜉2� − �𝑛𝑛�⃗ 𝜉𝜉1��𝑛𝑛�⃗ 𝜉𝜉2�� − 2�𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗(1− (𝑛𝑛�⃗ 𝜉𝜉1)(𝑛𝑛�⃗ 𝜉𝜉2))�� . (23) 

Here 𝑛𝑛�⃗  is a unit vector in the direction of the mometum of the chargino; 𝜉𝜉1 and 𝜉𝜉2 are unit vectors characterizing 
the polarization of chargino and neutralino; 𝑑𝑑Ω = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the solid angle of departure of the chargino; 
𝜆𝜆(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑗𝑗) is a kinematic function ; 

𝑟𝑟𝑖𝑖 = �
𝑚𝑚𝜒𝜒�𝑖𝑖

−

𝑀𝑀𝐻𝐻−
�
2

 , 𝑟𝑟𝑗𝑗 = �
𝑚𝑚𝜒𝜒�𝑗𝑗

0

𝑀𝑀𝐻𝐻−
�
2

; 

𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿  and 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  are the interaction constants of the Higgs boson 𝐻𝐻𝑘𝑘 = 𝐻𝐻4 = 𝐻𝐻± with the chargino – neutralino pair: 

𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 = 1
2
�𝑍𝑍𝑗𝑗2 − 𝑡𝑡𝑡𝑡𝑡𝑡𝜃𝜃𝑊𝑊𝑍𝑍𝑗𝑗1�(𝑍𝑍𝑖𝑖3𝑒𝑒𝑘𝑘 + 𝑍𝑍𝑖𝑖4𝑑𝑑𝑘𝑘) + 𝑖𝑖 → 𝑗𝑗, 

(24) 
𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 = 1

2
�𝑍𝑍𝑗𝑗2 − 𝑡𝑡𝑡𝑡𝑡𝑡𝜃𝜃𝑊𝑊𝑍𝑍𝑗𝑗1��𝑍𝑍𝑖𝑖3𝑒𝑒𝑘𝑘 + 𝑍𝑍𝑗𝑗4𝑑𝑑𝑘𝑘�𝜀𝜀𝑘𝑘 + 𝑖𝑖 → 𝑗𝑗 ; 

𝑍𝑍 – 4x4 matrix diagonalizing the neutralino mass matrix; 𝜀𝜀1 = 𝜀𝜀2 = −𝜀𝜀3 = 1 ; the coefficients 𝑒𝑒𝑘𝑘 and 𝑑𝑑𝑘𝑘 are given 
by expressions (9). 

In the case of a longitudinally polarized chargino-neutralino pair, the decay width 𝐻𝐻− ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗0 takes the 
form:  

Γ(𝜆𝜆1, 𝜆𝜆2) = 1
4
Γ0�𝐻𝐻− ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗0�[1 + 𝜆𝜆1𝜆𝜆2 + (𝜆𝜆1 + 𝜆𝜆2)𝑃𝑃], (25) 

here 

Γ0�𝐻𝐻− ⇒ 𝜒𝜒�𝑖𝑖−𝜒𝜒�𝑗𝑗0� = 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

2√2𝜋𝜋
𝑀𝑀𝐻𝐻−�𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗) ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �2 + �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �2� �1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� − 4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗� 

(26) 

is the decay width of the charged Higgs boson into a pair of unpolarized chargino - neutralino, 𝜆𝜆1 and 𝜆𝜆2 are 
chargino and neutralino helicities, and 𝑃𝑃  is a degree of longitudinal polarization of chargino (neutralino) 

𝑃𝑃 =
��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 �
2
−�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��𝜆𝜆(𝑟𝑟𝑖𝑖,𝑟𝑟𝑗𝑗)

��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝐿𝐿 �

2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

. (27) 

In the case when the chargino and neutralino are transversely polarized, for the decay width 
𝐻𝐻− ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗0 we obtain the following expression:  

𝑑𝑑Γ(𝜂𝜂1𝜂𝜂2)
𝑑𝑑𝑑𝑑

= 1
4

𝑑𝑑Γ0(𝐻𝐻−⇒𝜒𝜒�𝑖𝑖
−𝜒𝜒�𝑗𝑗

0)

𝑑𝑑𝑑𝑑
[1 + 𝜂𝜂1𝜂𝜂2𝑃𝑃⊥]. (28) 

Here 
𝑑𝑑Γ0(𝐻𝐻−⇒𝜒𝜒�𝑖𝑖

−𝜒𝜒�𝑗𝑗
0)

𝑑𝑑𝑑𝑑
= 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊

2

4√2𝜋𝜋2
𝑀𝑀𝐻𝐻−�𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗) ���𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 �2 + �𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �2� �1 − 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗� − 4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗� (29) 

is a differential decay width and 

𝑃𝑃⊥ = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
2𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−2��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 �
2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

��𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝐿𝐿 �

2
+�𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝑅𝑅 �
2
��1−𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�−4𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖

𝐿𝐿 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅 �𝑟𝑟𝑖𝑖𝑟𝑟𝑗𝑗

(30) 
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 is a degree of transverse polarization of chargino - 
neutralino. It can be seen that the degree of transverse 
polarization 𝑃𝑃⊥ is very sensitive to the angle 𝜑𝜑 between 
the transverse spin vectors 𝜂𝜂1and 𝜂𝜂2. With parallel 
(𝜂𝜂1 ↑↑ 𝜂𝜂2) and antiparallel (𝜂𝜂1 ↑↓ 𝜂𝜂2) spin vectors, the 
degree of transverse polarization modul reaches a 
maximum value. If the transverse spin vectors 𝜂𝜂1and 𝜂𝜂2 
are mutually perpendicular (𝜂𝜂1 ⊥ 𝜂𝜂2), then the degree 
of transverse polarization 𝑃𝑃⊥ vanishes.  

Note that in the 𝐻𝐻− ⇒ 𝜒𝜒�1−𝜒𝜒�30 decay the coupling 
constants 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝐿𝐿  and 𝑔𝑔𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅  are equal to each other, as a 
result, the degree of longitudinal polarization of the 
chargino (neutralino) vanishes, and the degree of 
transverse polarization of the chargino-neutralino will 
depend only on the angle ϕ  between the transverse 
spin vectors 𝜂𝜂1 and 𝜂𝜂2 : 

𝑃𝑃⊥ = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. 

In the approximation 𝑀𝑀𝐴𝐴 ≫ |𝜇𝜇| ≫ 𝑀𝑀2, the parsial 
decay widths of the charged Higgs boson into a  

chargino-neutralino pair are given in Table 3 (in 
𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊

2

4√2𝜋𝜋
𝑀𝑀𝐻𝐻± units).

Таble 3. 
Parsial decay widths Н± ⇒ 𝜒𝜒�𝑖𝑖

±𝜒𝜒�𝑗𝑗0 

Chargino - neutralino Γ(Н± ⇒ 𝜒𝜒�𝑖𝑖
±𝜒𝜒�𝑗𝑗0) 

𝜒𝜒�1
±𝜒𝜒�30 1 

𝜒𝜒�1
±𝜒𝜒�40 1 

𝜒𝜒�2
±𝜒𝜒�10 𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊 

𝜒𝜒�2
±𝜒𝜒�20 1 

In fig.8 shows the dependence of the decay width 
Н− ⇒ 𝜒𝜒�2−+𝜒𝜒�10 on the Higgs mass of the boson 𝑀𝑀Н− at 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 3 and 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑊𝑊 = 0.2315. With an increase in 
the Higgs boson mass 𝑀𝑀Н−, the decay width increases. 

Fig 8. Dependence of the decay width Н− ⇒ 𝜒𝜒�2−𝜒𝜒�10 on the mass 𝑀𝑀Н− 

Note that for large Higgs boson masses, the total decays widths  𝐻𝐻,𝐴𝐴,𝐻𝐻± into a pair of chargino and 
neutralino does not depend on the parameters 𝑀𝑀2, 𝜇𝜇, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and in the asymptotic limit 𝑀𝑀𝐻𝐻𝑘𝑘 ≫ 𝑚𝑚𝜒𝜒�  we have 

Γ0�𝐻𝐻𝑘𝑘 ⇒ ∑ 𝜒𝜒�𝑖𝑖𝑖𝑖,𝑗𝑗 𝜒𝜒�𝑗𝑗� = 3𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
2

4√2𝜋𝜋
𝑀𝑀𝐻𝐻𝑘𝑘(1 + 𝑡𝑡𝑡𝑡𝑡𝑡2𝜃𝜃𝑊𝑊) (31)

We also introduce the width of the Higgs boson decay channels (𝐴𝐴) ⇒ 𝑡𝑡 + 𝑡𝑡̅ , 𝐻𝐻(𝐴𝐴) ⇒ 𝑏𝑏 + 𝑏𝑏� , 𝐻𝐻+ ⇒ 𝑡𝑡 + 𝑏𝑏�, 
then we have the expression for branching 

𝐵𝐵𝐵𝐵�𝐻𝐻𝑘𝑘 ⇒ ∑ 𝜒𝜒�𝑖𝑖𝑖𝑖,𝑗𝑗 𝜒𝜒�𝑗𝑗� =
Γ�𝐻𝐻𝑘𝑘⇒∑ 𝜒𝜒�𝑖𝑖𝑖𝑖,𝑗𝑗 𝜒𝜒�𝑗𝑗�

Γ�𝐻𝐻𝑘𝑘⇒∑ 𝜒𝜒�𝑖𝑖𝑖𝑖,𝑗𝑗 𝜒𝜒�𝑗𝑗�+Γ(𝐻𝐻𝑘𝑘⇒𝑡𝑡𝑡𝑡̅+𝑏𝑏𝑏𝑏�+𝑡𝑡𝑏𝑏�) =
�1+13𝑡𝑡𝑡𝑡𝑡𝑡

2𝜃𝜃𝑊𝑊�𝑀𝑀𝑊𝑊
2

�1+13𝑡𝑡𝑡𝑡𝑡𝑡
2𝜃𝜃𝑊𝑊�𝑀𝑀𝑊𝑊

2 +𝑚𝑚𝑡𝑡
2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2𝛽𝛽+𝑚𝑚𝑏𝑏

2𝑡𝑡𝑡𝑡𝑡𝑡2𝛽𝛽
(32) 
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In fig.9 illustrates the dependence of branching 
(32) on the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 in the asymptotic regime 
𝑀𝑀𝐴𝐴~𝑀𝑀𝐻𝐻~𝑀𝑀𝐻𝐻± ≈ 1 ТэВ ≫ 𝑚𝑚𝜒𝜒   at 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑊𝑊 = 0.2315. 

Fig 9. Branching  𝐵𝐵𝐵𝐵(𝐻𝐻𝑘𝑘 ⇒ ∑ 𝜒𝜒�𝑖𝑖𝜒𝜒�𝑗𝑗𝑖𝑖,𝑗𝑗 ) as a function of 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 

As can be seen from the figure, with the parameter 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 increasing, the branching also increases and 
reaches a maximum at 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 5, and a further increase 
in the parameter 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 leads to a decrease in branching 

5. HIGGS BOSON DECAYS INTO A PAIR OF
SFERMIONS

The scalar partners of fermions (sfermions) form 
a set of new particles: 𝜈𝜈𝜏𝜏𝐿𝐿 , 𝜏𝜏𝐿𝐿, 𝜏𝜏𝑅𝑅, 𝑡̃𝑡𝐿𝐿, 𝑡̃𝑡𝑅𝑅 ,𝑏𝑏�𝐿𝐿 ,𝑏𝑏�𝑅𝑅 are in the 
third family. All of them are complex scalar fields and 
the indices L, R are used to denote the SM fermions 
with which these fields partner. The sfermions 
𝑓𝑓𝐿𝐿 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓𝑅𝑅 mix with each other and new states 𝑓𝑓1 и 𝑓𝑓2 
with masses arise 

𝑚𝑚𝑓̃𝑓1,𝑓̃𝑓2
2 = 𝑚𝑚𝑓𝑓

2 + 1
2
�𝑚𝑚𝑓̃𝑓𝐿𝐿

2 + 𝑚𝑚𝑓̃𝑓𝑅𝑅
2 ∓ ��𝑚𝑚𝑓̃𝑓𝐿𝐿

2 − 𝑚𝑚𝑓̃𝑓𝑅𝑅
2 �

2
+ 4𝑚𝑚𝑓𝑓

2(𝐴𝐴𝑓𝑓 − 𝜇𝜇𝑟𝑟𝑓𝑓)2�,      (33)

where 𝐴𝐴𝑓𝑓 and 𝑟𝑟𝑓𝑓 is some parameters. 
The interaction constants of neutral Higgs bosons with sfermions are determined by the expressions 

𝑔𝑔𝐻𝐻𝑘𝑘𝑓̃𝑓𝐿𝐿𝑓̃𝑓𝐿𝐿 = 𝑚𝑚𝑓𝑓
2 + 𝑀𝑀𝑍𝑍

2�𝐼𝐼3(𝑓𝑓) − 𝑄𝑄𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑊𝑊�𝑔𝑔2,
𝑔𝑔𝐻𝐻𝑘𝑘𝑓̃𝑓𝑅𝑅𝑓̃𝑓𝑅𝑅 = 𝑚𝑚𝑓𝑓

2𝑔𝑔1 + 𝑀𝑀𝑍𝑍
2𝑄𝑄𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑊𝑊𝑔𝑔2,

𝑔𝑔𝐻𝐻𝑘𝑘𝑓̃𝑓𝐿𝐿𝑓̃𝑓𝑅𝑅 = −1
2
𝑚𝑚𝑓𝑓�𝜇𝜇𝑔𝑔3 − 𝐴𝐴𝑓𝑓𝑔𝑔4�,

 (34) 

where the coefficients 𝑔𝑔𝑖𝑖(𝑖𝑖 = 1,2,3,4)  are given in Table 4. 
Таble 4. 

  Coefficients gi(𝑖𝑖 = 1,2,3,4) 

𝑓𝑓 𝐻𝐻𝑘𝑘 𝑔𝑔1 𝑔𝑔2 𝑔𝑔3 𝑔𝑔4 

𝑡̃𝑡 𝐻𝐻
ℎ
𝐴𝐴

 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

0
 

cos (𝛼𝛼 + 𝛽𝛽)
−sin (𝛼𝛼 + 𝛽𝛽)

0
 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

1
 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 

𝑏𝑏� 𝐻𝐻
ℎ
𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

0
 

cos (𝛼𝛼 + 𝛽𝛽)
−sin (𝛼𝛼 + 𝛽𝛽)

0
 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

1
 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
−𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

 

The interaction constants of the charged Higgs boson 𝐻𝐻± with a sfermion pair 𝑡̃𝑡𝛼𝛼𝑏𝑏�𝛽𝛽 (𝛼𝛼,𝛽𝛽 = 𝐿𝐿,𝑅𝑅)can be 
expressed as:  

𝑔𝑔𝐻𝐻±𝑡̃𝑡𝛼𝛼𝑏𝑏�𝛽𝛽 = 1
√2

(𝑔𝑔1
𝛼𝛼𝛼𝛼 + 𝑀𝑀𝑊𝑊

2 𝑔𝑔2
𝛼𝛼𝛼𝛼), (35) 

The coefficients  𝑔𝑔1
𝛼𝛼𝛼𝛼 and 𝑔𝑔2

𝛼𝛼𝛼𝛼 are shown in Table 5. 
  Таble 5. 

Coefficients 𝑔𝑔𝑖𝑖
𝛼𝛼𝛼𝛼(𝑖𝑖 = 1,2 ;  𝛼𝛼,𝛽𝛽 = 𝐿𝐿,𝑅𝑅) 

𝑖𝑖 𝑔𝑔𝑖𝑖𝐿𝐿𝐿𝐿 𝑔𝑔𝑖𝑖𝑅𝑅𝑅𝑅 𝑔𝑔𝑖𝑖𝐿𝐿𝐿𝐿 𝑔𝑔𝑖𝑖𝑅𝑅𝑅𝑅 

1 𝑚𝑚𝑡𝑡
2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐+ 𝑚𝑚𝑏𝑏

2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑚𝑚𝑡𝑡𝑚𝑚𝑏𝑏(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) 𝑚𝑚𝑏𝑏(𝜇𝜇+ 𝐴𝐴𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) 𝑚𝑚𝑡𝑡(𝜇𝜇 + 𝐴𝐴𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) 

2 −𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽 0 0 0 
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The parsial Higgs boson decay widths 𝐻𝐻𝑘𝑘  (𝑘𝑘 = 1,2,3 and 4 correspond to the bosons, 𝐻𝐻,ℎ,𝐴𝐴 and  𝐻𝐻±) in the 
sfermion pair 𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗 (𝑖𝑖, 𝑗𝑗 = 1,2)  can be written as follows:  

Γ(𝐻𝐻𝑘𝑘 ⇒ 𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗) = 𝑁𝑁𝑐𝑐𝐺𝐺𝐹𝐹
2√2𝜋𝜋𝑀𝑀𝐻𝐻𝑘𝑘

�𝜆𝜆(𝑟𝑟𝑖𝑖 , 𝑟𝑟𝑗𝑗)(𝑔𝑔𝐻𝐻𝑘𝑘𝑓̃𝑓𝑖𝑖𝑓̃𝑓𝑗𝑗)
2, (36) 

where 𝑁𝑁𝑐𝑐 is the color factor (𝑁𝑁𝑐𝑐 = 3(1)) at the birth of a squark (slept on) pair 𝑟𝑟𝑖𝑖 = �
𝑚𝑚𝑓𝑓�𝑖𝑖
𝑀𝑀𝐻𝐻𝑘𝑘

�
2

, 𝑟𝑟𝑗𝑗 = �
𝑚𝑚𝑓𝑓�𝑗𝑗

𝑀𝑀𝐻𝐻𝑘𝑘
�
2
; 

interaction constants 𝑔𝑔𝐻𝐻𝑘𝑘𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗  can be obtained from the interaction constants (34) and (35) using the mixing 
relations of sfermions. These constants are given in [8,11]. 

To estimate the decay width (36), we consider 𝐻𝐻± boson decay into a pair of 𝑢𝑢�𝐿𝐿𝑑̃𝑑̅𝐿𝐿- squarks. In this decay, 
the interaction constant 𝑔𝑔𝐻𝐻+𝑢𝑢�𝐿𝐿𝑑𝑑�𝐿𝐿  is equal to: 

𝑔𝑔𝐻𝐻+𝑢𝑢�𝐿𝐿𝑑𝑑�𝐿𝐿 = − 1
√2

[𝑚𝑚𝑢𝑢
2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑚𝑚𝑑𝑑

2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 −𝑀𝑀𝑊𝑊
2 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽]. (37) 

Since the masses of 𝑢𝑢 - and 𝑑𝑑 - quarks are much smaller 
than the mass of the gauge 𝑊𝑊 - boson (𝑀𝑀𝑊𝑊 ≫ 𝑚𝑚𝑢𝑢 ,𝑚𝑚𝑑𝑑), 
for the interaction constant 𝑔𝑔𝐻𝐻+𝑢𝑢�𝐿𝐿𝑑𝑑�𝐿𝐿  we have :  

𝑔𝑔𝐻𝐻+𝑢𝑢�𝐿𝐿𝑑𝑑�𝐿𝐿 = − 1
√2
𝑀𝑀𝑊𝑊
2 𝑠𝑠𝑠𝑠𝑠𝑠2𝛽𝛽.         (38) 

Thus, in the first and second families with 
massless fermions, the pseudoscalar 𝐴𝐴 - boson does not 
decay into a pair of sfermions, and the decay widths of 
the heavier 𝐻𝐻± and 𝐻𝐻 - bosons into a sfermion pair are 
proportional to the expression 

Γ(𝐻𝐻±(𝐻𝐻) ⇒ 𝑓𝑓𝑓𝑓)~ 𝐺𝐺𝐹𝐹𝑀𝑀𝑊𝑊
4

2√2𝜋𝜋𝑀𝑀𝐻𝐻±(𝐻𝐻)
𝑠𝑠𝑠𝑠𝑠𝑠22𝛽𝛽. (39) 

These decay widths are maximum for small 
values of the parameter 𝑡𝑡𝑡𝑡𝑡𝑡 ≈ 1.  

Figure 10 shows the dependence of the decay 
width 𝐻𝐻± ⇒ 𝑡̃𝑡𝑅𝑅 + 𝑏𝑏�𝐿𝐿 on  the  Higgs boson mass М𝐻𝐻± 
for   𝑚𝑚𝑡̃𝑡 = 160GeV,    𝑚𝑚𝑏𝑏� = 140GeV,    𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 10, 
  𝜇𝜇 = 160GeV and А 𝑡𝑡 = 320GeV. It can be seen from 
the figure that with an increase in the Higgs boson mass 
М𝐻𝐻± the decay width increases and reaches a maximum 
at М𝐻𝐻± = 425GeV, and then the decay width decreases 
and near М𝐻𝐻± = 650GeV secondary maximum and 
with a further increase in the Higgs boson mass, its 
decay width decreases again. 

Fig 10. Dependence of the decay width Г(𝐻𝐻± ⇒ 𝑡̃𝑡𝑅𝑅𝑏𝑏�𝐿𝐿) 
on the mass М𝐻𝐻± 

CONCLUSION 

We discussed the decay widths of the Higgs 
bosons 𝐻𝐻, ℎ,𝐴𝐴 and 𝐻𝐻± into supersymmetric particles, 
precisely decays into a pair of chargino 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖− + 𝜒𝜒�𝑗𝑗+, 
decays into a pair of neutralino 𝐻𝐻𝑘𝑘 ⇒ 𝜒𝜒�𝑖𝑖0 + 𝜒𝜒�𝑗𝑗0, decays 
into a pair of chargino-neutralino 𝐻𝐻𝑘𝑘

± ⇒ 𝜒𝜒�𝑖𝑖
± + 𝜒𝜒�𝑗𝑗0, 

decays into a pair of sfermions 𝐻𝐻𝑘𝑘 ⇒ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗̅𝑗. In the
framework of the MSSM, analytical expressions are 
obtained for the decay width of the Higgs boson mass. 
The research results are illustrated by graphs.

_____________________________________________ 

[1] ATLAS Collaboration. Observation of a new 
particle in the search for the Standard Model 
Higgs boson at the ATLAS detector at the LHC. 
Phys. Letters, 2012. B716,][ p.1-29. 

[2] CMS Collaboration. Observation of a new boson 
at mass of 125GeV with the CMS experiment at 
the LHC. Phys. Letters, 2012, B716, p.30-61. 

[3] V.A. Rubakov. On Large Hadron Colliders 
discovery of a new particle with Higgs boson 
properities. UFN, 2012, v.182, №.10, p.1017-
1025 (in Russian). 

[4] A.V. Lanev. CMS Collaboration results: Higgs 
boson and search for new physics. UFN, 2014, 
v.184, №9, p.996-1004 (in Russian).

[5] D.I. Kazakov. The Higgs boson is found: what is 
next?. UFN, 2014, v.184, №9, p.1004-1016 (in 
Russian). 

[6] F. Englert, R. Brout. Broken Symmetry and the 
mass of gauge vector bosons. Phys. Rev. Letters, 
1964, v.13, №9, p.321. 

[7] P.W. Higgs. Broken symmetries and the masses of 
gauge bosons. // Phys. Rev. Letters, 1964, v.13, 
№16, p.508. 

[8] A. Djouadi. The Anatomy of Electro-Weak 
Symmetry Breaking. Tome II. The Higgs Boson 
in the MSSM. archive: hep–ph 0503173 v.2, 
2003. 

[9] J.F. Gunion, H. E. Haber. Higgs bosons in 
supersymmetric models (I) Nucl. Phys., 1986, v. 
B 272, p.1-76. 



S.К . ABDULLAEV, E.SH. OMAROVA 

50 

[10] J.F. Gunion, H. E. Haber. Higgs bosons in 
supersymmetric models (II) Nucl. Phys., 1986, v. 
B 278, p.449-492. 

[11] M. Spira. QCD effects in Higgs Physics. archive: 
hep – ph . 9705337 v.2, 1997. 

[12] A. Djouadi, J. Kalinovski, P. M. Zerwas. Two – 
and Three- Body Decay Modes of SUSY Higgs 
Particles. archive: hep – ph  9511342 v.1, 1995. 

[13] S.K. Abdullayev, E.Sh. Omarova. Decays of 
supersymmetric Higgs bosons into fermions. AJP 
Fizika, 2018, V. XXIV, №4, p.22-34. 

[14] S. K. Abdullayev, E. Sh. Omarova. Decays of 
Higgs Bosons into a fermion-antifermion pair. 
Russian Physics Journal, 2019, v.61. №9, p.1603-
1612. 

[15] S.K. Abdullayev, E.Sh. Omarova. Decay channels 
of Higgs Bosons 𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝛾𝛾𝛾𝛾,𝐻𝐻(ℎ;𝐴𝐴) ⇒ 𝛾𝛾𝛾𝛾 ,   

𝐻𝐻± ⇒ 𝛾𝛾𝑊𝑊±. Journal of Baku Engineering 
University – Physics, 2019, v.3, №1, p.39-57. 

[16] S. K. Abdullayev, E.Sh. Omarova. Decays of 
Higgs Bosons into a gauge boson and a fermion-
antifermion pair. Russian Physics Journal, 2019, 
v.62. №1, p.30-39. 

[17] S.K. Abdullayev, E.Sh. Omarova. Three-particle 
decays of the Higgs Bosons in the Minimal 
Supersymmetric Standard Model.  Russian 
Physics Journal, 2019, v.62. №3, p.425-435. 

[18] S.K. Abdullayev, E.Sh. Omarova. Decays of 
𝐻𝐻(ℎ;𝐴𝐴) bosons into two photons (gluons). 
Russian Physics Journal, 2020, v.62. №9, p.1623-
1634. 

Received: 29.09.2020 



AJP FIZIKA 2020        volume XXVI №2, section: En 

51 131, H. Javid ave., AZ-1143, Baku 
ANAS, Institute of Physics 
E-mail: jophphysics@gmail.com 
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The electrograpic layers on the base of trigonal selenium, chemically pured and doped by sodium, in binding material 
are prepared. The main parameters and characteristics of the layers with sodium impurity and without it are investigated. It is 
shown that sodium impurity especially improves the layer properties.  
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INTRODUCTION 

The electrography, the principles of which are 
connected with achievements of semiconductor 
physics, is the one of the most distributed and 
intensively developed reproduction methods.  The wide 
application of electrography causes the necessity in 
improvement of present photoreceptors and formation 
of new ones. The photosensitivity in visual and 
especially red regions of spectrum is the important 
criterion. Nowadays, the schemes of xerographic image 
reproduction based on the use of amorphous selenium, 
A2B6 type compounds, organic semiconductors and etc, 
are realized. The investigations on formation of 
photoreceptors on the base of amorphous silicon 
enriched by oxygen are carried out. 

The elementary semiconductor Se notices 
attention of investigators by its unique properties. It has 
the high photosensitivity, it can be obtained in 
amorphous, (glassy), and crystal (trigonal and 
monoclinic) states. All these properties make it 
irreplaceable one at formation of different transformers 
(first power rectifiers, photoreceptors, vidicons, 
photoisolators and etc). The high technological 
effectiveness of selenium (low melting point, 
possibility of marking on the surface of any form and 
etc) is the important. The wide use of Se in different 
technique fields constantly stimulates the 
investigations of its properties in whole world.  The 
wide-ranging investigations of selenium and 
transformers on its base have begun in early 50th in 
Institute of Physics of ANAS. The dependence of 
physical properties of selenium on external action 
conditions and impurities has the complex character. 
The many experimental data of different authors 
essentially differ that makes difficult their 
interpretation with unique positions. The ambiguity is 
caused by specificity and complexity of selenium 
structure, structure diversity of its molecules. This 
peculiarity gives to Se and its transformers on its base 
such property gamma which makes this semiconductor 
irreplaceable one in some cases. The same peculiarity 
transforms Se in difficult investigation object [1-4 and 
etc].      

Se belongs to the number of more sensitive 
photosemiconductors in visible region of spectrum and 
that’s why both amorphous and trigonal Se are widely 

used at formation of photoreceptors of different 
functional destinations.  

EXPERIMENT AND RESULT DISCUSSION 

The chemical methods of material obtaining and 
treatment have the big possibilities for directed change 
of photo-semiconductor properties. The fact that the 
final product is obtained more fine-dispersed one that 
at mechanical chopping and no necessity in separation 
by sizes is the one of important advantages of chemical 
method use. As only near-surface regions of photo-
semiconductor particles take place in electrographic 
process (light quantums penetrate in intrinsic 
absorption region in depth 1µm), then the photo-
semiconductor is used more effectively and the layers 
are more homogeneous ones at chemical method.   

The photoreceptors on the base of amorphous 
selenium have the high electrographic parameters 
(good charging and sensitivity), but they have the 
essential disadvantages. They are weakly sensitive to 
red light, as a result of exploitation and even the storage 
the layers of amorphous Se crystallize under the 
influence of many factors and break down. Also, their 
production includes many steps, requires the difficult 
vacuum equipment, big power inputs and etc. Trigonal 
Se is known as photosemiconductor with spectral 
sensitivity covered whole visible region. Usually, 
layers of tetragonal Se are prepared by dispersing of its 
particles in polymer binding material and deposition of 
suspension on conducting substrate. They have well 
photosensitivity, but they have the low initial charging 
potential and dark semi-decay that is the sequence of Se 
high conduction.       

Firstly, the aim of the given work is the defect 
elimination belonging to layers from trigonal Se 
obtained by usual dispersing technology in binding 
material·, and secondly, the search of improvement 
ways of their parameters and characteristics. With this 
purpose the search of appropriate chemical methods 
has been carried out.   

The trigonal Se crystals are obtained from initial 
Se powder of high pureness 99,999%, by previous 
termo-treatment in evaporated quartz ampoules at 
7000С during 3 hours by rapid cooling of melt up to 
2500С, quenching in running water and crystallization 
at 2100С during 40 hours (4). The specific resistance is 
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5·106 Om·cm with forbidden band thickness 1,8 eV. 
The melting point is 2000С. The freshly prepared layers 
in binding material charge positively and have low 
charging potential. The monotonous annealing of layer 
main parameters is observed when the layers are treated 
to continuous annealing at 1000С - 1800С with further 
slow cooling. The general photosensitivity increases up 
to 0,5 (lux·С)-1 at annealing 1600С .       

The chosen method of purification and doping of 
Se is caused by the following circumstances. It is 
known that impurities of alkali metals (for example, 
sodium) decreases Se conduction on several orders and 
that’s why this should led to increase of layer charging 
potential on its base and decrease of its dark relaxation 
velocity. The advantage is in the fact that the photo-
semiconductor material is obtained in the form of low-
dispersed powder particles with the surface enriched by 
sodium in comparison with traditional high-
temperature doping. The method is described in detail 
in work [5]: Se is endured during 5-16 hours in solution 
of caustic sodium with following neutralization by 
hydrochloric acid. The precipitated material is obtained 
in the form of low-dispersed powder particles of Se 
enriched by sodium. X-ray diffraction investigations 
show that Se obtained by the given method presents 
itself the low-dispersed powder of trigonal Se with 
average particle size ≤ 0,7 µm. The electrographic 
layers of them are prepared by dispersing in binding 
material from butyral resin solution in ethyl alcohol and 
deposition of suspension on electroconducting 
substrates. The layers with thickness 20 ± 2 µ m further 
are treated at 1600С during 0,5 hours. 

The main parameters and characteristics are 
investigated by noncontact method on electrometric 
installation with vibrating gauge under layer surface (in 
static regime). The electrization is carried out in corona 
charge by high voltage block ± 7kV) and exposure is 
carried out by white or monochromatic light. The 
irradiance is forecasted by radiation thermo-element. 
The decay of charging potential is registered by pointer 
instrument or storage unit С8-13 switched on to output 
of electrometric amplifier.   

The general photosensitivity of electrographic 
layer is defined by decay velocity of charging potential 
at illumination. The photo-sensitivity criterion can be 
value of surface potential change at definite exposure 
conditions or exposition value necessary for providing 
of definite potential drop can serve the photo-
sensitivity criterion. The layer photo-sensitivity can be 
characterized by time of exposure t (in seconds) 
duration which the surface potential decreases in two 
times in the case of L (in lux) constant illumination. At 
definition of spectral sensitivity, the illumination is 
measured in energy units by number of incident 
quantums on unit of area of layer surface per time unit. 
In case of L constant illumination the layer 
photosensitivity Sλ can be characterized by the time of 
exposure t (in seconds) duration which surface 
potential V decreases in two times:        

Sλ  =  ( 1
𝐿𝐿𝐿𝐿∗𝑡𝑡

 )  ∆𝑁𝑁
𝑣𝑣

 = 1
2
  ,    SM2·J-1  (1) 

The quantum efficiency of charge carrier 
photogeneration ή is defined as ratio of generated 
charge number in the layer ∆n to number of absorbed 
light quantums ∆N. At illumination by monochromatic 
light potential decay ∆V is expressed by formula: 

∆V = ∆𝑛𝑛∗𝑙𝑙
𝐶𝐶

From here it is followed:  

ή     = ∆𝑛𝑛
∆𝑁𝑁

 = ∆𝑉𝑉∗𝐶𝐶
L∗∆𝑁𝑁

  (2) 

where С is layer electrocapacity, e is elementary 
charge. Using  𝑉𝑉, С,e and ∆𝑛𝑛  we can calculate the 
spectral distribution of quantum output of internal 
photoelectric effect. After optimization of 
technological process of electrographic layer 
preparation the comparison of layer parameters of 
trigonal Se doped by sodium and initial one (without 
sodium) shows that the layers doped by sodium are the 
best on all parameters. This fact proves that chemical 
purification and doping by sodium essentially improves 
the layer properties on the base of trigonal Se in binding 
material. The method is in the fact that sodium 
impurities penetrate in near-surface region of trigonal 
Se micro-particles as a result of diffusion at annealing, 
i.e. especially in that region where light quantums 
penetrate at illumination of electrographic layer. 
Indeed, this is proved by the fact that general 
photosensitivity is bigger ((≥ 0,8 lux -1·С-1 at charging 
potential  ≥300V) in layers of Se doped by sodium than 
in layers of initial Se. The essential outgrowing both 
photosensitivity and quantum output and also their 
expansion into long-wavelength spectrum region takes 
place in spectral distribution of photosensitivity and 
quantum output of the layers with doping. As quantum 
energy becomes enough for formation of electron-hole 
couples, then quantum output rapidly grows up to 0,7 
and further the photo-sensitivity increasing up to 700 
nm appears in absorption band. The illumination of 
intrinsic light (case of strong absorption) leads to 
photogeneration of charge carriers in thin near-surface 
region of electrographic layer whereas at impurity 
photo electric effect the carriers generate in whole 
volume. The photoreceptor has maximum 
photosensitivity in intrinsic absorption band. The 
general sensitivity decreases in the result of increase of 
forbidden band and intrinsic absorption edge shifts to 
the short-wave spectrum region. That’s why for supply 
of its growth one should prepare the layer from photo-
semiconductor with narrow band. So, the formation of 
electrographic layers on the base of trigonal Se is 
actual.     
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